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Best Practice Guidance Seminar 

‘CFD of Dispersed Multi-Phase Flows’ 

16th October 2009 
 

La Sala Strozzi, University of Florence, 
Italy. 

ERCOFTAC, a world leader in applied fluid mechanics, 
is proud to announce a seminar on ‘CFD for Dispersed 
Multi-Phase Flows’ as part of the ERCOFTAC Best 
Practice Guidance Seminar Series. 

The simultaneous presence of several different phases 
in external or internal flows such as gas, liquid and 
solid is found in daily life, environment and numerous 
industrial processes. These types of flows are termed 
multiphase flows, which may exist in different forms 
depending on the phase distribution. Examples are gas-
liquid transportation, crude oil recovery, circulating 
fluidized beds, sediment transport in rivers, pollutant 
transport in the atmosphere, cloud formation, fuel 
injection in engines, bubble column reactors and spray 
driers for food processing, to name only a few. As a 
result of the interaction between the different phases 
such flows are rather complicated and very difficult to 
describe theoretically. For the design and optimisation 
of such multiphase systems a detailed understanding of 
the interfacial transport phenomena is essential. For 
single-phase flows Computational Fluid Dynamics 
(CFD) has already a long history and it is nowadays 
standard in the development of air-planes and cars 
using different commercially available CFD-tools. 

Due to the complex physics involved in multiphase 
flow the application of CFD in this area is rather 
young. These guidelines give a survey of the different 
methods being used for the numerical calculation of 
turbulent dispersed multiphase flows. The Best Practice 
Guideline (BPG) on Computational Dispersed 
Multiphase Flows is a follow-up of the previous 
ERCOFTAC BPG for Industrial CFD and can be used 
in combination with it. The potential users are 
researchers and engineers involved in projects requiring 
CFD of (wall-bounded) turbulent dispersed multiphase 
flows with bubbles, drops or particles. 

 
Invited Speakers 

• Prof. Martin Sommerfeld, University Halle-
Wittenberg, Germany. 

• Prof. René Oliemans, Delft University, The 
Netherlands. 

• Prof. Berend van Wachem, Imperial College, UK. 
 

Proposed Schedule 

9:30 Registration and coffee 

9:45 ‘Fundamentals, classification of multi-phase 
  Flows (MPF), integral characterisation of  
  MPF using: volume fraction, dense v. dilute,  
  inter-particle spacing...’ 
  Prof. René Oliemans 

11:00 Refreshments 

11:20 ‘Some examples, sources of errors, and BPG 
  checklist’ 
  Prof. René Oliemans 

12:10 Lunch 

13:10 ‘Forces acting on particles, droplets and  
  bubbles. Overview of numerical methods for  
  MPF, RANS based methods, Euler-Lagrange  
  approach. Industrial examples for MPF: Pipe  
  flow, particle laden jets.’ 
  Prof. Martin Sommerfeld 

15:00  Refreshments 

15:20 ‘ Point-particle DNS LES, Euler/Euler  
  approach. Industrial examples for MPF:  
  Fluidised beds. Some experience with  
  commercial codes. ’ 
  Prof. Berend van Wachem 

17:00 Brief Q&A 

17:20 Seminar closes 
 
 

Registration and fees 

€190 ERCOFTAC members 
€270 Non-ERCOFTAC members 

This fee includes: seminar registration, lunch and 
refreshments, and a copy of the BPG book. Please note 
that accommodation is not included in this fee. Places 
are limited, so please contact Dr. Richard Seoud at the 
earliest opportunity to reserve a place:  
 

Dr. Richard E. Seoud 
ERCOFTAC Industry Engagement Officer 

Tel: +44 (0)208 543 9343 
Email: richard.seoud-ieo@ercoftac.org 

 



SPECIAL THEME
Transition Modelling

Erik Dick & Witold Elsner

The ERCOFTAC Bulletin Theme Issue on Transition
Modelling aims to give an overview of recent progress in
SIG10 activity. There are 18 papers with topics rang-
ing over DNS, fundamental mechanisms, detailed exper-
iments, modelling with high quality turbulence models,
algebraic intermittency models, transport equation in-
termittency models, laminar kinetic energy models, the
eN method and the effect of wall roughness. This set of
papers present the current knowledge on most important
aspects of transition physics as well as on recently devel-
oped modelling methods. Each of the paper is briefly
characterized below:
• J. Wissink describes DNS of transition on the suc-

tion surface of a turbine blade due to periodically
impinging wakes. The effect of velocity deficit and
turbulence level in the wakes on transition in sepa-
rated and attached state are discussed.
• G.J. Walker and J.P. Gostelow discuss the fun-

damental mechanisms of transition and give an
overview of the modelling strategies, with empha-
sis on the physical content of proposed correlations.
• P. Jonas, W. Elsner, O. Mazur, V. Uruba and M.

Wysocki present a method to determine turbulent
spot production rates in bypass transition based on
wavelet analysis of the wall friction time signal. The
influences of turbulence level and length scale are
discussed.
• Z. Wiercinski discusses wavelet analysis of the ve-

locity signal near a flat plate for flow with periodi-
cally impacting positive (towards wall) and negative
(away from wall) jets. He demonstrates that behind
a negative jet impact no calmed region appears.
• D. Lengani, D. Simoni, M. Ubaldi, P. Zunino and

F. Bertini report on a detailed hot wire study of the
Reynolds number influence on steady flow separated
state transition. They analyse the inviscid Kelvin-
Helmholtz instability mechanism.
• Z.Vlahostergios, K. Yakinthos and A. Goulas dis-

cuss the performance of a non-linear eddy viscosity
model extended with a laminar kinetic energy equa-
tion and a Reynolds stress model for transition in
separated state. They show the good predictions of
the RSM model in the separation zone.
• M.E. Kelterer, K. Ramadani, R. Pecnik and W.

Sanz analyse a k-ε-ζ-f model, which is a further de-
velopment of the k-ε-v2-f model. They show that
the model predicts quite well steady state transition
on the suction side of a turbine blade in separated
and attached state.
• J. Marty, G. Cottin and B. Aupoix demonstrate

the use of an algebraic intermittency model on a 3-
stage experimental compressor for steady flow calcu-
lations. The differences with a full turbulent calcula-
tion are demonstrated for separation induced transi-
tion on the suction side and attached state transition
on the pressure side of the blades.
• F. Menter and R.B. Langtry describe the main ideas

of the two-equation intermittency transport γ-Reθ
model that they have developed a few years ago and

that is implemented in ANSYS-CFX. They demon-
strate the performance for steady flow flat plate test
cases and a turbine blade for transition in attached
state and in separated state.
• W. Elsner, W. Piotrowski and P.Warzecha describe

the way they have composed the two correlations
in the γ-Reθ model by Menter et al., not disclosed
by the originators: one for start of transition and
one for length of transition. They illustrate the
good performance for steady flow on a flat plate and
for wake-induced transition in attached state on the
suction surface of a turbine blade.
• P. Malan, K. Suluksna and E. Juntasaro describe a

similar effort as in the previous paper, using exper-
imental data for steady flat plate flows.
• A. Beevers, J. Teixeira and R. Wells describe the

application of the γ-Reθ model of ANSYS-CFX to
wake-induced transition in a 1.5 stage experimental
axial compressor. They discuss the general agree-
ment with experiments and the detailed differences.
• E. Dick and S. Kubacki describe a two-equation γ-
ζ intermittency transport model. They show the
qualities of the model for wake-induced transition
in attached state on the suction surface of a turbine
blade.
• D.K. Walters describes a transition model with a

laminar kinetic energy equation added to an eddy
viscosity k-ω turbulence model. He shows good per-
formance for steady flat plate flows at zero pressure
gradient and for attached state transition on the suc-
tion and pressure sides of a wind turbine profile.
• S. Lardeau, A. Fadai-Ghotbi and M. Leschziner de-

scribe the development of a laminar kinetic energy
equation linked to a non-linear eddy-viscosity k-ε
model, where the production term of the laminar
kinetic energy and the eddy viscosity are made de-
pendent on intermittency, with algebraic description
of the intermittency. They demonstrate good qual-
ities of the model for attached state transition in
flows on a flat plate and for separated state transi-
tion on a turbine blade.
• C. Atkin describes the theoretical basis of the eN

method, widely in use in the design of laminar flow
wings. He discusses the inherent limitations of the
concept leading to correlations producing criticalN -
factors with a tendency to be rather conservative.
• P. Jonas, O. Mazur and V. Uruba describe exper-

iments on the individual and combined effect of
surface roughness and free stream turbulence on
a zero pressure gradient boundary layer on a flat
plate. They demonstrate that roughness causes ear-
lier transition and shorter transition length, but still
with non-negligible transition length. Added free
stream turbulence further advances and shortens
transition.
• O.Vermeersch and D. Arnal propose an algebraic

model for the fluctuating velocity normal to the wall
due to pretransitional streaks (Klebanoff modes)
generated by roughness elements. With this model,
the associated Reynolds stress can be calculated and
used in a bypass transition criterion.
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The ERCOFTAC Best Practice 

Guidelines for Industrial 

Computational Fluid Dynamics 

The Best Practice Guidelines (BPG) were commissioned by 
ERCOFTAC following an extensive consultation with 
European industry which revealed an urgent demand for such 
a document. The first edition was completed in January 2000 
and constitutes generic advice on how to carry out quality 
CFD calculations. The BPG therefore address mesh design; 
construction of numerical boundary conditions where 
problem data is uncertain; mesh and model sensitivity checks; 
distinction between numerical and turbulence model 
inadequacy; preliminary information regarding the limitations 
of turbulence models etc. The aim is to encourage a common 
best practice by virtue of which separate analyses of the same 
problem, using the same model physics, should produce 
consistent results. Input and advice was sought from a wide 
cross-section of CFD specialists, eminent academics, end-
users and, (particularly important) the leading commercial 
code vendors established in Europe. Thus, the final document 
can be considered to represent the consensus view of the 
European CFD community. 
Inevitably, the Guidelines cannot cover every aspect of CFD 
in detail. They are intended to offer roughly those 20% of the 
most important general rules of advice that cover roughly 
80% of the problems likely to be encountered. As such, they 
constitute essential information for the novice user and 
provide a basis for quality management and regulation of 
safety submissions which rely on CFD. Experience has also 
shown that they can often provide useful advice for the more 
experienced user. The technical content is limited to single-
phase, compressible and incompressible, steady and unsteady, 
turbulent and laminar flow with and without heat transfer. 
Versions which are customised to other aspects of CFD (the 
remaining 20% of problems) are planned for the future. 
The seven principle chapters of the document address 
numerical, convergence and round-off errors; turbulence 
modelling; application uncertainties; user errors; code errors; 
validation and sensitivity tests for CFD models and finally 
examples of the BPG applied in practice. In the first six of 
these, each of the different sources of error and uncertainty 
are examined and discussed, including references to 
important books, articles and reviews. Following the 
discussion sections, short simple bullet-point statements of 
advice are listed which provide clear guidance and are easily 
understandable without elaborate mathematics. As an 
illustrative example, an extract dealing with the use of 
turbulent wall functions is given below: 

• Check that the correct form of the wall function is being 
used to take into account the wall roughness. An 
equivalent roughness height and a modified multiplier in 
the law of the wall must be used. 

• Check the upper limit on y+. In the case of moderate 
Reynolds number, where the boundary layer only 
extends to y+ of 300 to 500, there is no chance of 
accurately resolving the boundary layer if the first 
integration point is placed at a location with the value of 
y+ of 100. 

 

• Check the lower limit of y+. In the commonly used 
applications of wall functions, the meshing should be 
arranged so that the values of y+ at all the wall-adjacent 
integration points is only slightly above the 
recommended lower limit given by the code developers, 
typically between 20 and 30 (the form usually assumed 
for the wall functions is not valid much below these 
values). This procedure offers the best chances to 
resolve the turbulent portion of the boundary layer. It 
should be noted that this criterion is impossible to satisfy 
close to separation or reattachment zones unless y+ is 
based upon y*. 

• Exercise care when calculating the flow using different 
schemes or different codes with wall functions on the 
same mesh. Cell centred schemes have their integration 
points at different locations in a mesh cell than cell 
vertex schemes. Thus the y+ value associated with a 
wall-adjacent cell differs according to which scheme is 
being used on the mesh. 

• Check the resolution of the boundary layer. If boundary 
layer effects are important, it is recommended that the 
resolution of the boundary layer is checked after the 
computation. This can be achieved by a plot of the ratio 
between the turbulent to the molecular viscosity, which 
is high inside the boundary layer. Adequate boundary 
layer resolution requires at least 8-10 points in the layer. 

All such statements of advice are gathered together at the end 
of the document to provide a ‘Best Practice Checklist’. The 
examples chapter provides detailed expositions of eight test 
cases each one calculated by a code vendor (viz FLUENT, 
AEA Technology, Computational Dynamics, NUMECA) or 
code developer (viz Electricité de France, CEA, British 
Energy) and each of which highlights one or more specific 
points of advice arising in the BPG. These test cases range 
from natural convection in a cavity through to flow in a low 
speed centrifugal compressor and in an internal combustion 
engine valve. 
 
Copies of the Best Practice Guidelines can be acquired from: 

Ms. Anne Laurent, 
ADO-Ercoftac, 
Avn. Franklin Roosevelt 5 
B-1050 Brussels, Belgium. 
 
Tel:  +32 2 642 2800,  Fax:  +32 3 647 9398 
Email:  anne.laurent@ercoftac.be 

The price per copy (not including postage) is: 

Non-ERCOFTAC members:       150 Euros 
Non-ERCOFTAC academics:       75 Euros 
 
ERCOFTAC members:               100 Euros 
ERCOFTAC academic members: 50 Euros 

 



DNS of Transition in Turbomachinery
Jan Wissink

School of Engineering and Design, Brunel University, UK.

1 Introduction

Recently, periodic unsteady flow in Low Pressure (LP)
turbines has received much attention. Because of the
moderate Reynolds number and the availability of pow-
erful high-performance computers to the computational
fluid mechanics community, it has become feasible to per-
form Large-Eddy Simulations (LES) ([7] and [8]) and
Direct Numerical Simulations (DNS) ([15], [3], [10], [13]
and [14]) of flow around a section at mid-span of a lin-
ear turbine cascade. The first DNS were performed by
Wu & Durbin [15] who simulated the flow in a T106 cas-
cade with periodically incoming wakes. They discovered
that the wakes, which were passively convected by the
free-stream, induced bypass transition of the suction-side
boundary layer and longitudinal vortical structures along
the pressure surface of the blade. Kalitzin et al [3] subse-
quently performed a similar DNS in the T106 cascade in
which the periodically incoming wakes were replaced by
free-stream turbulence. With a free-stream turbulence
level of Tu = 5% at the inlet, the boundary layer flow
in the adverse pressure-gradient region along the suction
side was found to undergo bypass transition.

The presence of free-stream fluctuations is usually suf-
ficient to completely suppress boundary-layer separation
along a turbine blade. Fundamental studies of the inter-
actions of free stream fluctuations and a laminar (or early
transitional) boundary layer have recently appeared in
the literature. For instance, Zaki & Durbin [18] studied
the influence of a pressure gradient on boundary layer
streaks and breakdown in the framework of continuous
mode transition [17]. They observed that adverse pres-
sure gradient enhances the amplification of streaks and,
as a result, their secondary instability and breakdown to
turbulence. The interaction of streaks with Tollmien-
Schlichting (TS) waves was studied by Liu et al. [6].
They noted that the streaks reduce the amplification of
TS waves, but can lead to a secondary instability and
breakdown.

In this paper the focus will be on DNS of bypass tran-
sition of flow over the suction surface of a turbine blade
and the heat transfer from a heated turbine blade to the
free-stream. Two examples will be shown of two physical
mechanisms that trigger bypass transition:

1. For separation-induced transition to take place in
the presence of external fluctuations, a laminar
boundary layer needs to be subjected to a strong ad-
verse pressure gradient. By varying the nature (i.e.
the spectral contents) of the periodically passing
fluctuations a deeper insight in the physical mecha-
nisms that play a role in transition is obtained.

2. A more common type of by-pass transition involves
the triggering of streaks by external fluctuations. As
they are convected downstream, the streaks even-
tually become unstable and evolve into turbulent
spots. While streaks can be triggered in both the
favourable and adverse pressure gradient portions

of the suction-side boundary-layer, further transi-
tion to turbulence is unlikely to happen if the pres-
sure gradient is strongly favourable. The fluctua-
tions that manage to penetrate this region are likely
to promote laminar heat transfer.

2 Numerical Method

The three-dimensional incompressible Navier-Stokes
equations are solved using a second-order cell-centred
finite-volume method in space combined with a three-
stage Runge-Kutta method for the time-integration. In
the spanwise direction a Fourier solver is used for the
Poisson equation for the pressure. To save memory,
for the phase-averaging the velocity field is averaged in
the homogeneous spanwise direction before updating the
two-dimensional statistics. For more information on the
numerical method used see [1]. To generate the meshes
used to discretise the flows in the cascade-passage, the
elliptic grid generation algorithm of Hsu and Lee [2] was
employed.

3 Influence of passing wakes on laminar
separation

From both experiments and numerical simulations it is
known that incoming free-stream disturbances are able
to reduce separation significantly – or, in some cases,
completely suppress it – by triggering by-pass transition.
The experiments performed by Stieger and Hodson [9]
addressed the interaction of periodically passing wakes
with the separating boundary layer on the suction sur-
face of the blade. The experiments clearly showed the
presence of a Kelvin-Helmholtz (KH) instability of the
separated boundary layer, which resulted in the roll-up of
the shear layer into several rolls. The KH instability was
found to be triggered by the passing wake. To further
investigate the interaction between periodically incom-
ing fluctuations and the separated suction side bound-
ary layer, DNS of the flow in a T106 turbine cascade
with periodically incoming free-stream fluctuations have
been performed with a set-up that resembles the set-up
used in the experiments. The DNS allows differentiat-
ing between the mean effect of the wake and the effect
of the small scale fluctuations carried by the wakes. In
Wissink [10] a DNS study was presented of the inter-
action of periodically incoming realistic wakes with the
separated suction-side boundary-layer. The main results
of this DNS were found to be in agreement with the ex-
periments of Stieger and Hodson [9].

In Figure 1, the cascade geometry and the computa-
tional domain of the flow problem are displayed. The row
of bars at the left-hand-side is added to illustrate the way
in which wakes were generated in the experiments. The
bars of diameter d/L = 0.02327, where L is the axial
chord length of the blade, move with speed u = ubar
in the negative y-direction. The distance between the

ERCOFTAC Bulletin 80 5



x/L

y/
L

-1 0 1 2

-0.5

0

0.5

1

L

no slip

no slip

Convective
outflow

u = Ucos 45.5o

v = Usin 45.5o

Ubar

Figure 1: Spanwise cross-section through the computa-
tional domain.

row of bars and the leading edge of the turbine blades is
0.826L. In the numerical simulation the wakes are intro-
duced at the inlet plane, using data that have been kindly
made available by Xiaohua Wu and Paul Durbin. The
statistical properties of these data are described in Wu et
al. [16]. At the inlet the free-stream velocity U0 makes an
angle of α = 45.5o with the x-axis. At the outlet a con-
vective boundary condition is applied. Periodic bound-
ary conditions are applied in the spanwise direction and
in the y-direction for x/L < 0 and x/L > 1. Along the
blade, for 0 ≤ x/L ≤ 1, no-slip boundary conditions are
used. The pitch between blades, P/L = 0.9306, is pre-
cisely twice the distance between bars. Using the fact
that the bar speed is ubar/U = 0.4089, a dimensionless
period of T = 1.138 is obtained with which the intersec-
tion of a wake with the inflow plane moves from y/L = 0
to y/L = −P/2L (see also Figure 1). The Reynolds
number, Re = 51831, is based on the inflow velocity U
and the axial chord length L. The spanwise size was
varied between 0.20L ≤ lz ≤ 0.25L. The choice of lz
in the present computation was based on the spanwise
size of lz = 0.15L employed in the simulation of Wu
and Durbin [15] as well as on experience gained in the
laminar separation bubble computations [12, 11]. The
simulations were performed on the Hitachi SR8000-F1 of
HLRB in Munich using up to 25×106 grid points and up
to 120 processors. For the simulations, a computing time
of up to 30.7 CPU hours per processor per period was
required. To give an impression of the inter-processor
communication overhead and hence the scalability of the
code: increasing the number of grid points per processor
by 42.6%, resulted in a decrease of the computation time
per grid point of 13.8%.

Simulation Structure of the wake
velocity deficit small-scale fluct.

A 30% yes
B 30% no
C 0% yes

Table 1: Overview of simulations performed.

Table 1 shows an overview of the performed DNS of
flow around a cross-section at midspan of an LPT blade
with periodically incoming free-stream fluctuations. The
quality of the computational mesh employed in this sim-
ulation was assessed earlier in Wissink [10], where the
results of a grid refinement study of Simulation A are
reported. A detailed comparison of Simulations A and

x/L
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Figure 2: Simulations A, B, C: Comparison of the mean
wall-static pressure coefficient.

B can be found in Wissink et al. [14].

3.1 Results

Figure 2 shows a comparison of the wall static-pressure
coefficients, Cp, from Simulations A, B and C. The ar-
row points to a distinct kink that indicates boundary
layer separation. It can be seen that the kink is most
pronounced in Simulation C, in which the mean wake
velocity-deficit is absent. Hence, the boundary layer
along the downstream half of the suction surface in Sim-
ulation C is more likely to be separated than in Simu-
lations A and B. Along the remainder of the blade the
wall static-pressure coefficient obtained in the three sim-
ulations is found to be in very good agreement. Along
the suction surface, moving downstream from the lead-
ing edge to the trailing edge, the streamwise pressure
gradient is found to be adverse upstream of x/L ≈ 0.15,
favourable between x/L ≈ 0.15 and x/L ≈ 0.60, and
then adverse again downstream of x/L ≈ 0.60. Along
the pressure surface, the streamwise pressure gradient is
mostly favourable. The induced streamwise acceleration
of the flow tends to stabilise the boundary layer, thereby
inhibiting transition to turbulence and preventing sepa-
ration.

Phase-averaging is applied by collecting statistics dur-
ing ten subsequent periods. Each period is divided into
240 equal phases. Before starting the averaging proce-
dure the flow was allowed to develop during at least five
periods. Figure 3 shows the suction side mean friction ve-
locity and its phase-averaged envelope for the three sim-
ulations. Compared to Simulations A and B, the phase-
averaged envelope of the friction velocity in Simulation
C is much smaller, indicating that in Simulation C the
influence of the periodically impinging fluctuations on
the separated boundary layer is smaller than in Simula-
tions A and B. Also, only in Simulation C the boundary
layer in the vicinity of x/L = 0.85 can be seen to re-
main separated for all phases. Hence, the absence of a
mean velocity deficit in the wake has a significant effect
on the dynamics of the phase-averaged separation bub-
ble. The largest variation in the phase-averaged friction
velocity is observed in Simulation B where the "wakes"
periodically trigger a KH instability leading to the for-
mation of big two-dimensional rolls of re-circulating flow.
Owing to the absence of small-scale fluctuations, the re-
circulating flow does not undergo further transition to
turbulence such that the rolls do not break down. As
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Figure 3: Simulations A, B, C: Mean friction velocity
and its phase-averaged envelope along the suction side.

a consequence, the influence on the phase-averaged fric-
tion velocity is larger than in Simulations A and C were
the rolls do break down due to transition to turbulence.

Figure 4 (upper pane) shows the phase-averaged span-
wise vorticity at midspan at φ = 0.50 as obtained in the
Simulations A, B and C. While the small-scale fluctua-
tions can be seen to destroy the mean shear in the wake
of Simulation A, the shear in the "wake" of Simulation
B remains virtually intact. Because of the absence of
mean shear in the "wakes" of Simulation C, here no pe-
riodically passing fluctuations are visible in the passage
between blades. In all simulations the separated bound-
ary layer flow rolls up due to a KH instability, but only
in Simulations A and C the rolls are found to undergo
further transition to turbulence. Because of the absence
of small-scale fluctuations in the free-stream, the rolls in
Simulation B remain strictly two-dimensional.

Figure 4 (lower pane) shows the phase-averaged ki-
netic energy of the fluctuations in the passage between
the blades from Simulations A, B and C at φ = 0.5.
The absence of small-scale free-stream fluctuations in the
wakes of Simulation B is clearly illustrated. Even though
the small-scale fluctuations in Simulations A and C were
equally strong at the inflow, the fluctuations in Simula-
tion A decrease at a lower rate than in Simulation C.
This is explained by the presence of mean shear in the
wakes of Simulation A, from which the small-scale fluc-
tuations feed. As a result, the mean shear in Simulation
A is slowly destroyed. In contrast to this, in Simulation
B - in the absence of small-scale fluctuations - the mean
shear remains largely intact. In both Simulations A and
C kinetic energy is produced by stretching and strain-
ing action by the mean flow on the periodically passing
disturbances as they travel through the passage between
blades. In Simulation A a significant production of ki-
netic energy can be seen to occur at the apex of the
distorted wake. Similarly, at the same location also a
slight production of kinetic energy is observed in Simu-
lation C. The fact that in Simulation B this production
of kinetic energy at the apex of the wake is absent indi-

Figure 4: Simulations A, B, C: phase-averaged spanwise
vorticity (upper pane) and phase-averaged kinetic energy
of the fluctuations (lower pane).

cates that this process needs to be seeded by small-scale
fluctuations.

4 Turbulent spots & laminar heat transfer

A second set of simulations to study by-pass transition
on non-separated boundary layer flows as well as lami-
nar heat transfer was carried out using a different tur-
bine blade and a higher Reynolds number. The com-
putational setup of these simulations was chosen largely
in accordance with the experiments performed by Liu
and Rodi [5, 4]. In the experiments the flow around and
the heat transfer from a heated MTU turbine was stud-
ied. The periodically incoming wakes were generated by
bars that were mounted on a squirrel cage. A schematic
of the experimental setup is shown in Figure 5. The
distance between the leading edge of the middle blade
and the squirrel cage was 100mm. The chord-length of
the blades was 230mm, while the axial chord-length was
L = 150mm. The pitch between blades equals the axial
chord length L. The mean inflow velocity in the exper-
iments was U = 7.5m/s, while the speed of the moving
cylinders - if present - in the cases for which DNS-s were
performed was 10.2m/s. The Reynolds number of the
flow problem, based on U and L, was Re = 72 000.

To simplify the computations, the curvature of the
squirrel cage was ignored and a computational domain
similar to the one shown in Figure 1 was employed. To
account for the wakes that originated from the upstream
row of bars in the squirrel cage, free-stream turbulence
was added to the inflow plane. In the numerical simula-
tions, the temperature at the surface of the blade was set
to T = T0, while the temperature of the oncoming flow
was set to T = 0.7T0. The size of the spanwise extent of
the computational domain was chosen to be lz = 0.20L.
The inflow angle was set to α = 0o. The incoming (mod-
elled) wakes and free-stream turbulence were introduced
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Figure 5: Schematic of experimental setup.

at the inflow plane. To model the wakes, data was used
that was kindly made available by Xiaohua Wu and Paul
Durbin, while for the free-stream turbulence a snapshot
of isotropic turbulence in a box was used that was kindly
made available by Jochen Fröhlich. See Wissink and
Rodi [13] for a more complete description of the com-
putational setup.

Simul. Wake Dcyl Tumin
half-width vel. def.

I - 0% - 0.0%
II 0.045L 30% 1

2L 2.8%
III 0.045L 30% 1

4L 8.4%

Table 2: Overview of the direct numerical simulations
performed. In all simulations a 1254 × 582 × 128-point
grid is employed. Tumin is evaluated at x/L = −0.2 and
the wake’s half-width and velocity-deficit are prescribed
at the inlet plane of the computational domain.

Table 2 shows an overview of the three DNS that were
performed. Simulation I was the laminar baseline sim-
ulation without any fluctuations in the free-stream. In
Simulations II and III, wakes and free-stream turbulence
were introduced at the inflow plane. Compared to Simu-
lation II, the frequency of the wakes in Simulation III was
twice as high and the free-stream turbulence intensity
(identified as the minimum Tu-level in the free-stream
at x/L = −0.2) was increased from Tu = 2.8% to Tu =
8.4%. In Simulation I, no wakes were introduced at the
inflow plane. In Simulation II, the period of the wakes
was P = 1

2L/(1.36U) = 0.3676L/U , while in Simulation
III this period was P = 1

4L/(1.36U) = 0.1838L/U .

4.1 Results
In this section the focus will be on the flow over and heat
transfer from the suction surface of the heated turbine
blade. Only a brief overview of some of the key results
will be presented. For a more complete description see
Wissink and Rodi [13]. (Note that in this section s/s0
represents the non-dimensional wall-coordinate)

4.1.1 The flow field

Figure 6 shows that the time-averaged wall static-
pressure coefficients Cp of Simulations I, II, and III are
in good agreement with one another. The absence of
any ’kink‘-like excursions (see Figure 1) indicates that

s/s0
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-10
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Simul. II
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Figure 6: Simulations I, II, III: wall static-pressure co-
efficient.
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Figure 7: Simulations I, II, III: time-averaged skin-
friction along the suction surface.

the flow is likely to remain attached in all three simula-
tions. From the Cp distribution it can be seen that the
streamwise pressure gradient along the suction surface
is favourable between the leading edge and s/s0 ≈ 0.65.
Farther downstream the pressure gradient is found to be
adverse. The accelerating external flow associated with a
favourable pressure gradient tends to stabilise the bound-
ary layer, while the decelerating flow induced by an ad-
verse pressure gradient has the opposite effect. Hence,
any transition is expected to occur in the region where
the pressure gradient is either approximately neutral or
adverse.

Figure 7 shows the time-averaged skin-friction Cf
along the suction surface of Simulations I-III. Compared
to the skin friction in the fully laminar base-line simula-
tion, the slight elevation of Cf upstream of s/s0 = 0.6
in Simulations II and III indicates that external distur-
bances managed to introduce fluctuations inside the lam-
inar boundary layer. Farther upstream, in both Simula-
tion II and III, the boundary layer undergoes transition
in the region around s/s0 = 0.75 – where the pressure
gradient is neutral to slightly adverse – as evidenced by
the sudden increase in Cf values. Because of the in-
creased level of free-stream fluctuations, in Simulation
III transition happens slightly earlier than in Simulation
II.

In the phase-averaging procedure, each period was
subdivided into 120 equal phases, φ = 0, 1

120 , · · · , 119
120 .

For each of the phases 15 spanwise-averaged (x, y)-fields
containing phase-averaged statistics were stored.

Figure 8 shows the phase-averaged kinetic energy of
the fluctuations, 〈k〉, from Simulation II at phase φ = 0.
The location of subsequent wakes can be easily identified

8 ERCOFTAC Bulletin 80



Figure 8: Simulation II: Contours of the phase-averaged
kinetic energy of the fluctuations at φ = 0.

Figure 9: Simulation III: contours of the instantaneous
velocity in the y-direction in a plane at a distance of
0.0018L from the suction side of the blade, showing evi-
dence of a turbulent spot.

by the increased values of 〈k〉. The wakes can be seen
to deform as they travel through the passage between
blades. At the apex of the deformed wake (at x/L ≈ 0.8)
〈k〉 reaches a maximum indicating local production of
kinetic energy.

As the wakes travel along the suction surface, fluctua-
tions are introduced into the boundary layer. In Simula-
tion III, the disturbances were found to be strong enough
to lead to the periodic occurrence of turbulent spots. Ev-
idence of such a spot is shown in Figure 9, where the
location of the spot is marked by an ellipse.
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Figure 10: Simulations I, II, III: time-averaged local
Nusselt number along the suction surface.
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Figure 11: Simulation II. Upper pane: snapshot show-
ing contours of the magnitude of the fluctuating veloc-
ity at midspan; Lower pane: temperature contours T/T0
and vector field of the fluctuating velocity in a cross sec-
tion at location "B" (see upper pane) of the suction-side
boundary-layer. The vector-field shows vectors in every
other grid point and δ identifies the thickness of the vis-
cous boundary layer.

4.1.1 Heat transfer at the suction surface

The local Nusselt number (using L as lenght-scale) is
defined by

Nu = qw
T0 − αT0

L

k
= −1

1− β
∂
(
T
T0

)

∂
(
n
L

) ,

where qw is the heat-flux at the wall, k is the thermal
conductivity of the fluid, β is the ratio between the tem-
perature of the outer flow and the temperature of the
blade and n is the wall-normal distance. In Figure 10
the time-averaged local Nusselt number along the suc-
tion surface of Simulations I-III is compared. At the
stagnation point Nu can be seen to be maximum. In the
laminar simulation (Sim. I) a gradual decrease in Nu
almost until the trailing edge of the blade can be seen.
In Simulations II and III, Nu initially decreases until
s/s0 ≈ 0.6 (which approximately corresponds to the on-
set of transition, see Figure 7). Farther downstream the
Nusselt number sharply rises as the boundary layer un-
dergoes transition and becomes fully turbulent. In the
laminar portion of the (accelerating) boundary layer (up-
stream of s/s0 ≈ 0.6), the Nusselt number can be seen to
increase with the level of free-stream fluctuations (from
Simulation I to II to III) as more and more fluctuations
manage to penetrate the boundary layer.

Figure 11 (lower pane) shows a cross section through
the suction surface boundary layer at s/s0 = 0.25. The
location of the cross section is identified by the label "B"
in the upper pane, which shows contours of the mag-
nitude of the fluctuating velocity at t/T = 15.033 at
midspan. The cross section shows contours of the in-
stantaneous temperature T/T0 and vectors of the fluc-
tuating velocity vector field also at t/T = 15.033. The
vectors very nicely show the presence of external fluctua-
tions that impinge on the boundary layer and manage to
locally transport hot fluid upwards into the free-stream,
while cold fluid is transported downwards to the heated
blade.
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Boundary layer receptivity plays an important role in
the selection of the external fluctuations that are effec-
tive in the promotion of laminar heat transfer. This fact
makes it difficult to design a generally applicable and ac-
curate model for laminar heat transfer that can be used
in industrial codes.

5 Future work

The simulations presented above, give only a small ex-
ample of the work that was performed in collaboration
with Wolfgang Rodi, Vittorio Michelassi, Howard Hod-
son, Tamer Zaki and Paul Durbin. In a continuation of
this collaboration, recently a series of DNS of separating
flow in a compressor cascade with incoming free-stream
turbulence and incoming wakes was carried out. The
aim of this work is to perform a detailed study of the in-
teraction of boundary layer separation with streaks and
turbulent spots. Separation is found to be very sensitive
to the level of external fluctuations and in some cases
it is possible to approximately pinpoint the level of ex-
ternal fluctuations needed to obtain intermittent local
re-attachment.

Further simulations are performed to study laminar
heat transfer in the stagnation region of circular cylin-
ders which is very similar to the stagnation region of
turbine blades. It is found that a wake is more effective
in triggering laminar heat transfer than isotropic turbu-
lence as the small-scale fluctuations inside the wake tend
to survive remarkably well as they feed from the mean
shear. Depending on the actual level of external fluc-
tuations and the Reynolds number, the increase in heat
transfer in the stagnation region may be quite significant.
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Abstract

The historical development of ideas about the physics
of transition processes and of theoretical methods for
predicting transitional flow behaviour on axial turboma-
chine blades is outlined. Enhanced computational re-
sources and experimental techniques have impacted on
both prediction methods and experimental observations.
There has been a movement from qualitative to quanti-
tative unsteady flow and turbulence observations as data
acquisition and processing ability have increased. More
detailed turbulence measurements have informed the de-
velopment of more advanced turbulence models, which
in turn have required more computing power. The more
sophisticated turbulence models require more detailed
unsteady flow observations for validation. This becomes
essential as a full account of the operating environment
of the machine and its blading is countenanced. The
practical importance of transition processes for axial tur-
bomachine blade performance is discussed. An example
of this is the optimisation of low pressure turbine blade
design to produce improvements in blade lift and weight
reduction. The possibility of similar improvements in
compressor blade design remains to be demonstrated.
Good modelling of the transition region is also essen-
tial for predicting other aspects, such as the aeroelastic
behaviour of blades.

1 Predicting Transition Onset

Transition onset is generally the outcome of competition
between different instability modes. Laminar instabil-
ity theory describes "natural" transition under low free-
stream turbulence. The basis of this was originally con-
firmed by Schubauer and Klebanoff [1], and led to the en
prediction method for transition onset [2, 3]. A short-
cut method for implementing this technique, in which
the envelopes of the maximum disturbance amplification
ratio are approximated by empirical relations involving
integral boundary layer parameters, was later suggested
by Gleyzes et al. [4].

Early methods for predicting transition onset neces-
sarily employed integral boundary layer calculations, due
to the rudimentary computation facilities then available.
Here, calculation of the laminar layer momentum thick-
ness Reynolds number proceeds from the origin until
some previously determined correlation curve for transi-
tion commencement is intersected. Crabtree [5] reviewed
available data for turbulent breakdown under low free-
stream turbulence conditions, and prediction methods
proposed by other workers up to that time. He also
considered the desirability of allowing for history effects
on disturbance amplification over the region of unsta-

ble laminar flow. Crabtree finally opted for a simplified
criterion provided by a curve of momentum thickness
Reynolds number against the local value of Pohlhausen
pressure gradient parameter at breakdown under low
free-stream turbulence conditions. He concluded by fore-
shadowing that a family of similar curves might be re-
quired for higher free-stream turbulence conditions.

"Bypass" transition under high free-stream turbulence
is a concept originally introduced by Morkovin [6] but
never precisely defined. It was erroneously presumed by
some workers to imply instantaneous turbulent break-
down with zero length of transitional flow. However
this was not the intention: bypass transition does not
necessarily exclude instability processes, which are, in
fact, essential for transition: only the long region of two-
dimensional wave amplification preceding the appear-
ance of three-dimensional disturbances (spanwise peri-
odicity) in low turbulence flow is bypassed.

The approach adopted to bypass transition prediction
has built on that of Crabtree [5]. Abu-Ghannam and
Shaw [7] observed transition inception on a flat plate over
a range of pressure gradients and free-stream turbulence
conditions; they further considered the effects of flow
history, but were unable to find any simple relation and
presented their transition onset criteria for different tur-
bulence levels in the same form as Crabtree, based purely
on local conditions at breakdown. Mayle [8] followed a
similar approach, but used the acceleration parameter
favoured in turbine engineering practice as the pressure
gradient parameter: there is no difference in principle, as
the latter quantity is a function of both the Pohlhausen
pressure gradient parameter and the momentum thick-
ness Reynolds number. Mayle noted that the effects of
pressure gradient on transition onset were significantly
reduced under the high turbulence levels experienced in
a turbomachine; he therefore suggested using the flat
plate result, in which the momentum thickness Reynolds
number at breakdown was a simple function of the free-
stream turbulence level, for predicting transition onset
on turbomachine blades.

The method and location of free-stream turbulence
measurements is an important issue. Due to the strong
accelerations and decelerations experienced in turboma-
chine blade cascades, the local value of free-stream tur-
bulence at the location of boundary layer transition on-
set may differ greatly from that at entry to a blade row.
Currently used transition onset correlations involve data
from several workers, who may have adopted different
bases for defining free-stream turbulence values: Abu-
Ghannam and Shaw, for example, use neither a local
value at breakdown, nor some mean value over the re-
gion of unstable flow, but rather an average value of
free-stream turbulence taken midway between the lead-
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ing edge of their plate and the location in question. The
latter point of detail may not be appreciated by many
users of their results.

Any blade surface boundary layer must eventually sep-
arate if subjected to a strong enough deceleration. Lam-
inar separation bubbles can result from laminar separa-
tion followed by sufficiently early transition in the sep-
arated shear layer and subsequent turbulent reattach-
ment. Errors in predicting the length of these bubbles
has often led to the failure of aerofoil design routines
to give stable or accurate solutions. Early attempts at
describing separation bubble development and bursting,
[9, 10] were based on semi-empirical models assuming a
constant pressure over the separated laminar shear layer
region, instantaneous transition, and a linear variation
of free-stream velocity during turbulent reattachment.
An integral boundary layer computation procedure was
used, and the transition onset location was predicted
using correlations for the length of the separated lam-
inar shear layer in terms of the momentum thickness
Reynolds number at separation. The implication here is
that separated flow transition represents an entirely dif-
ferent process from that in attached flow. This approach
may be fairly reliable for leading edge separation bub-
bles, but has fundamental problems with the calculation
of mid-chord bubbles. The transition onset correlations
do not admit the possibility of the bubble length vary-
ing continuously to zero as the Reynolds number and/or
free-stream turbulence level are increased. This is phys-
ically unreasonable, and can lead to bubbles appearing
and disappearing in consecutive cycles of iterative calcu-
lations with viscous/inviscid interaction procedures. The
en method of transition onset prediction does not suffer
from this problem, and has been employed in the later
viscous/inviscid interaction methods [4, 11] it also makes
an inherent allowance for history effects by using local
values for amplification rate throughout the instability
region to compute the amplification factor n.

The MISES code [11] is widely used in the turboma-
chinery industry for the preliminary design of blade ele-
ments in cascade. The viscous layer computation proce-
dure is adapted from the earlier work of Drela & Giles
[12] for predicting isolated aerofoil performance. Modi-
fications of the en transition onset prediction procedure
to allow for elevated free-stream turbulence effects, via
the method of Mack [13], are discussed by Drela [14].
The latter publication discusses further modifications
adopted in MISES to ensure physically reasonable be-
haviour and computational stability. It also provides a
useful comparison of transition onset predictions from
the en and Abu-Ghannam & Shaw correlations after first
recasting the AG&S correlation by using the shear layer
shape factor, instead of the Pohlhausen parameter, as a
pressure gradient parameter. This device is necessary to
ensure that transition prediction does not fail in a sep-
aration bubble, where the pressure gradient falls to zero
downstream of separation in the real flow.

Drela’s modified en transition onset prediction method
is also applicable to separated laminar shear layers. Thus
the MISES code provides a unified approach to pre-
dicting transition onset from the three principal mech-
anisms (natural, bypass and separated flow transition)
that avoids discontinuities introduced by employing dif-
ferent correlations for individual modes. This doubt-
less contributes to the very creditable performance of
the MISES code in capturing both leading edge and
mid-chord separation bubbles on compressor and turbine
blades.

2 The Physics of Transition Onset

Laminar boundary layers on turbomachine blades only
survive until they separate or suffer turbulent break-
down. The viscous instability of a laminar bound-
ary layer was originally investigated by Tollmien. Un-
der low free-stream turbulence conditions instability
is initiated when two-dimensional unstable Tollmien-
Schlichting (TS) waves are formed; these propagate in
the streamwise direction at less than 40% stream veloc-
ity. They subsequently develop three-dimensionality and
spanwise variations, and a concentration into peaks, val-
leys and hairpin vortices then occurs. Turbulent spots
are formed in the peak regions of vorticity, and eventually
coalesce to form continuously turbulent flow. Emmons
[15] was the first to propose a turbulent spot model of
transitional flow. Schubauer & Klebanoff later observed
the growth of an artificial turbulent spot generated on a
flat plate without an imposed pressure gradient.

The authors have been working on more accurate tran-
sition length predictions, based on measurements of tran-
sition length under adverse pressure gradients in natural
and by-pass transition [16], and of triggered turbulent
spots. It was realised that spot characteristics for adverse
pressure gradients could be quite different from those for
zero or favourable pressure gradients. The characteris-
tics of turbulent spots under adverse pressure gradients
were previously unknown.

Measurements were undertaken of triggered spots un-
der a range of adverse pressure gradients. Under an ad-
verse pressure gradient a spot is formed at the centre of
a highly amplified transverse wave packet; it convects
at a lower velocity than under a zero pressure gradi-
ent. The adverse pressure gradient spot spreads at an
included angle as high as sixty degrees, compared with
about twenty degrees under zero pressure gradient and
even lower under favourable pressure gradients. It has
been demonstrated [17] that a triggered spot replicates
the development of natural transition; but the behaviour
of such a spot additionally seems to represent well the
response of the blade boundary layer to an imposed wake
disturbance.

Following a turbulent spot is an extensive relaxation
trail or "calmed region". The calmed region is effective
in delaying the harmonic breakdown to turbulence and
in resisting laminar separation [18]. The effect of the
calmed region in delaying natural transition after a spot
passage is clear: turbulence eventually contaminates the
calmed region, but only after the calmed region has had
a considerable favourable influence on the downstream
flow. Judicious use of this property has resulted in a
substantial reduction in the blade count of low pressure
(LP) turbines in modern aircraft engines [19].

More recent work has extended the spot-spreading cor-
relations [17] well into the laminar separation region [20,
21]. To reliably predict bubble length, however, it is nec-
essary to gain a better understanding of the dynamics of
transition in a separated shear layer and of the differing
closure modes of bubbles. This is likely to involve an
appreciation of instabilities in the separated shear layer
rather than of the TS wave to turbulent spot and by-pass
transition routes which have proved useful for attached
flows. Kelvin-Helmholtz (KH) instability dominates the
separated shear layer at low freestream turbulence lev-
els, but the breakdown mechanism is significantly altered
under elevated freestream turbulence, as described by
McAuliffe & Yaras [22].
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3 Modelling the Transition Region

All models are empirical to some extent. Only direct
numerical simulation (DNS) can predict the whole tran-
sition process without recourse to empirical data. DNS
has shed great light on the detailed physics of transi-
tion in boundary layers and separated shear layers un-
der both low and high free-stream turbulence conditions.
Because it is so demanding of computer resources, how-
ever, it remains impractical for engineering calculations
at engine-representative Reynolds numbers.

Large eddy simulation (LES) computations can suc-
cessfully predict some large scale features of transitional
flow, especially in separation bubbles where the KH in-
stability predominates. However they are incapable of
predicting the whole transition process and modelling is
still needed at the sub-grid scales.

The authors’ principal research interest has been mod-
elling of the transition region, or more specifically the
transition length. Early correlations of transition length
in zero pressure gradient on flat plates predicted exces-
sive lengths for the transition region on aerofoils at low
Reynolds numbers. No basis of experimental data had
existed which would allow the length of the transition
region to be estimated with reasonable accuracy for en-
gineering purposes. An experimental programme was
therefore established with the aim of improving transi-
tion length correlations for conditions likely to prevail on
axial turbomachine blades.

Data for intermittency variation with streamwise dis-
tance were obtained over a wide range of turbulence lev-
els and adverse pressure gradients. The objective was
to obtain a similarity basis for characterising the tran-
sition process. The Narasimha [23] distribution repre-
sented the data very well, and proved the key to success
in correlating the experimental data. It had not origi-
nally been envisaged that this similarity approach would
work at high free-stream turbulence levels, or for strong
adverse pressure gradients. If properly applied, however,
the universal intermittency distribution represents well
the observed behaviour over a wide range of those pa-
rameters.

In zero pressure gradient flows, and for low free-stream
turbulence levels, transition occurs by the stochastic and
intermittent appearance of turbulent spots. As the pres-
sure gradient becomes more adverse the amplification
of TS waves becomes more pronounced and the flow is
dominated by these increasingly periodic effects. This
appreciation forms the basis of the Walker [24] model of
adverse pressure gradient transition. The qualitative dif-
ferences in transition between zero and adverse pressure
gradients were explained in terms of the influence of pres-
sure gradient on the breakdown mechanism. Whereas
the stochastic zero pressure gradient breakdown occurs
in sets of TS waves, under an adverse pressure gradient
a more continuous breakdown takes place on an equi-
spaced spanwise array. These idealised spots, based on
each TS wave cycle, eventually coalesce to complete the
transition process. Walker developed a simple model for
predicting the minimum transition length in an adverse
pressure gradient. Measurements of transition length
were compared with the predictions of minimum tran-
sition length. Improved correlations of spot propagation
parameters were later produced and used to give a re-
vised expression for minimum transition length in a lim-
iting adverse pressure gradient.

Gostelow et al. [16] reported comprehensive observa-
tions of transitional flow in zero and adverse pressure gra-
dients over a wide range of free-stream turbulence levels.

This led to improved experimental correlations for tran-
sition length for surface pressure distributions producing
self-similar laminar boundary layer flows. Solomon et al.
[25] subsequently developed methods to apply these re-
sults for predicting transition length in non-similar flows
with arbitrary surface pressure variation in the transition
region. This substantially modified the earlier model to
allow for variations in spot formation rate and of spot
celerities and spreading angles as the pressure gradient
is varied. The Chen-Thyson [26] formulation, which only
partially allows for pressure gradient effects, was adapted
as a framework for the new transition modelling under
variable pressure gradients. This theory has been demon-
strated successfully in predictions of several ERCOFTAC
transition test cases; it also predicts the "subtransition"
phenomena in arbitrary surface pressure distributions
described by Narasimha [27]. It has been successfully
applied to improve predictions for low Reynolds number
aerofoils with laminar separation [28, 29].

Although the Solomon et al., [25] model can, in prin-
ciple, be used for a wide variety of computational ap-
proaches the application of a procedure based on integral
parameters may be inconvenient in numerical procedures
based on differential calculations. Progress is needed to-
ward more efficient procedures for incorporating transi-
tion processes into field solutions without compromising
the integrity of the physical models. Integral boundary
layer calculations, such as the linear combination integral
method of Dey and Narasimha [30], which use intermit-
tency to combine laminar and turbulent velocity profiles,
have proved to be a robust vehicle for studies of transi-
tion region models. Entrainment type integral methods
can weight integral shear stress parameter according to
turbulent intermittency. In differential boundary layer
calculations simple algebraic methods can weight turbu-
lent eddy viscosity according to the intermittency.

The early approach to Reynolds Averaged Navier
Stokes (RANS) procedures was to backward extrapolate
from the turbulent flow region, and assume that con-
ventional turbulence modelling could also describe tran-
sitional flow. This produces transition-like behaviour,
which is initiated by diffusion of turbulent energy from
the free-stream to the boundary layer; unfortunately,
however, it does not model the actual flow physics.

Correlations, such as those described previously, are
presented in terms of integral parameters and are not
easily applied to differential computations [31]. In or-
der to overcome these difficulties a more recent approach
has been to apply intermittency weighting based on local
variables [32, 33, 34]. The related intermittency trans-
port methods only claim to provide a sophisticated in-
terpolation method without resource to a physical basis:
"The proposed transport equations do not attempt to
model the physics of the transition process ... but form
a framework for the implementation of transition corre-
lations into general purpose CFD methods" (Langtry &
Menter, [33]).

4 The Operating Environment of Turbo-
machine Blading and Unsteady Effects

The understanding of transition on axial turbomachine
blading was marked by early denial of its existence.
Transition was considered irrelevant, as the boundary
layer flow was supposed completely turbulent due to the
high disturbance levels in a machine. This led to in-
appropriate distortion of experimental studies by artifi-
cially promoting transition. Laminar flow observed on
the blading of an undistorted axial compressor was re-
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ported quite early by Walker [35], but this result was not
generally accepted for a long period.

The extent of transitional flow results from a combi-
nation of two processes. These are first, the location
of transition onset fluctuations due to unsteady flows
and free-stream turbulence, and secondly the distance
required for merging of turbulent spots once transition
has commenced. The transition region occupies a greater
proportion of an aerofoil chord as the Reynolds number
is reduced.

Early observations of unsteady transition were made
by Fejer [36] in oscillating inviscid flow over a flat plate,
and Walker [37] on axial compressor blades subject to up-
stream wake disturbances. Pfeil and Herbst [38] observed
periodic turbulent wake impact on a flat plate boundary
layer. Mayle [8] described a multi-mode transition model
for axial turbomachine blades. Halstead et al. [39] made
definitive observations of transition on both compressor
and turbine blades in embedded stages of multi-stage ma-
chines. Work at Cambridge on unsteady transition on LP
turbine blades, reviewed by Hodson & Howell [19], led to
high-lift blade profile development; collaborative work in
Cambridge and Tasmania continues on axial compressor
blades.

Energy is transferred in a turbomachine by a moving
rotor with multiple blades, and the process is inherently
unsteady. Pressure disturbances may propagate both up-
stream and downstream in subsonic flow; this results in
periodic disturbances due to the relative blade motion.
The convection of wakes from upstream blade rows may
subject blade rows further downstream to periodic vor-
tical disturbances and high levels of turbulence.

It has long been recognised that the axial spacing be-
tween blade rows and the wake passing frequency affect
performance. There may actually be an advantage from
minimising the axial spacing. In axial compressors this
can amount to an efficiency advantage of 1% or more [40].
Recent investigations have sought to go beyond overall
performance measurements to seek explanations of such
counter-intuitive effects in more detailed unsteady flow
measurements and spatio-temporal representations.

Fundamental work on blade-wake interaction effects
is revealing subtle features of unsteady blade boundary
layer behaviour which could play a crucial role in deter-
mining the critical aerodynamic frequencies. This should
facilitate optimisation of blade numbers, resulting in im-
provements in all aspects of performance including man-
ufacturing cost savings.

Turbomachinery blading is subject to a wide variety of
additional flow disturbances. These include wake-wake
interactions, shock waves and expansion fields. Rotor
blades may experience additional unsteadiness from cir-
cumferential inlet flow distortions or from static pressure
distortions arising from potential flow interactions with
nearby structural features. Acoustic standing and trav-
elling waves may occur in the annulus of a turbomachine.

5 Some Current Issues

It is necessary to appreciate that bypass transition does
not exclude instability processes, nor does it imply in-
stantaneous breakdown to turbulent flow. It rather in-
volves a different sequence of instability processes, and
only the long region of 2-D wave amplification seen in a
low-disturbance environment is effectively excluded.

Under high free-stream turbulence conditions DNS
studies show turbulent breakdown originating from KH
instability in the outer region of the boundary layer
[41] or interactions of TS waves with streamwise struc-

tures having a much smaller spanwise length scale [42].
Narasimha [43] has observed that what makes the tur-
bomachinery problem so interesting is that the Reynolds
numbers are low but also the flow is not easy to model.
Low pressure turbines are in the feasible Reynolds num-
ber range and cannot be easily handled by other models.
Turbomachinery is the first major application in which
DNS is likely to make an impact.

Transition always requires some form of instability;
several forms may occur simultaneously and compete for
the initiation of turbulent breakdown. Turbulent spots
and instability wave packets may occur in conjunction
and interact; the instability of adjacent flow may also
play an important role in turbulent spot spreading.

Empirical correlations for transition onset remain the
weakest part of engineering calculations:

• There is heavy reliance on the Abu-Ghannam and
Shaw experiment, for which free-stream turbulence
was not well defined.
• Studies by Mayle et al. [44] indicate that only cer-

tain ranges of disturbance scales and frequencies are
effective in promoting transition.
• DNS studies by Voke et al. [45] indicate that suface-

normal (v’) fluctuations are more effective than
streamwise (u’) fluctuations in promoting turbulent
breakdown; hence isotropy of free-stream turbulence
is another important issue.
• It may be time to undertake a more detailed exper-

imental study of the influence of free-stream turbu-
lence on turbulent breakdown, informed by recent
DNS studies and using modern observation tech-
niques.
• Experimental data for transitional flow under accel-

erating flow conditions remains poor, as does data
on re-laminarisation and its prediction.
• Turbine blade optimisation models currently incor-

porate the unsteady effects of wake-induced transi-
tion, but not the transitional flow effects associated
with spot merging.
• Compressor blade optimisation studies have been re-

ported for steady flow conditions, but still lack accu-
rate transitional flow models; true optima may not
have been reached, even under steady conditions.
• The presence of streamwise vorticity, on both con-

cave and convex surfaces, and its effects on bound-
ary layers and heat transfer is still not well recog-
nised, understood or predicted.
• Modelling unsteady transition is one of the major

problems that need to be pursued. Unsteady tran-
sition onset for compressor blades, and the leading
edge interaction effects associated with wake pass-
ing, are being addressed; the modelling of subse-
quent transitional flow remains to be incorporated.
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Abtstract

In the present paper, the turbulent spot production rates
are evaluated by means of the conditional analysis using
wavelets applied on the wall friction time series. The
effects of external flow turbulence intensity and length
scale are considered.

1 Introduction

The transition from laminar to turbulent flow structure
depends on the specific type of flow and on the type of
the acting disturbances that influence the process. Re-
gardless to this fact, the final phase of laminar bound-
ary layer transition starts always with the occurrence
of first turbulent spots [1]. Spots appear as the build-
ing blocks of boundary layer turbulence, they control
the length of the transition region etc. The turbulent
spots followed by calmed regions are defined structures
that dominate the last stage of transition. Spots pro-
duction affects the length of transition region, e.g. [2].
The turbulent spots creation rate, growth characteristics
and their merger lead to fully developed turbulent flow.
Since forties, the effect of external flow turbulence inten-
sity Iu on boundary layer laminar turbulent transition is
known and systematically investigated, e.g. [3]. Later,
the effect of the turbulence length scale L has been also
clearly proved, e.g. [4-7]. It has been shown [8] that the
same location of by-pass-transition start can be induced
by a proper adjustment of turbulence intensity keeping
its given length scale and vice versa.

Several attempts were done to find causal connections
of the outer stream turbulence length scale effect on by-
pass transition, but a clear physical insight into the role
of the free stream turbulence (hereinafter FST) scales in
transition process has not been achieved yet. The in-
vestigation of the spots behaviour during transition at
various FST scales can contribute to the problem expla-
nation. The results analysed and discussed in the paper
are based on the original experiments [5] made with the
aim to collect the data for the COST/ERCOFTAC Test
Case T3A+ defined e.g. in [9]. The experimental fa-
cility, methods and primary procedures have been kept
identical to those described in detail in [5].

2 Experimental set up, measurement
methods and evaluation procedures

The flat plate boundary layer was investigated experi-
mentally in the close circuit wind tunnel of the Institute
of Thermomechanics AS CR. The boundary layer devel-
ops itself on the aerodynamically smooth plate 2.75m

long and 0.9m wide in the working section with the cross
section (0.5 x 0.9)m2.

Free stream turbulence (FST) was controlled by three
plane grids/screens of different geometry with cylindrical
rods and square mesh holes placed across the incoming
flow in a proper distance upstream the plate. All used
grids produce homogeneous and close to isotropy FST
with equal turbulence level Tu = 0.03 but with different
values of the dissipation length parameter L, e.g. [10] in
the plate leading edge plane, x = 0

Tu =
√
uiui
/

3U2
e
∼= Iu =

√
u2

1

/
Ue;

L = −
(
u2

1

)3/2
/
Ue
du2

1
dx ; i = 1, 2, 3.

(1)

The values of dissipation length parameter Le =
3.8mm, 5.9mm and 33.4mm respectively were produced
in the plane x = 0. The subscript "e" denotes quantities
in the plane x = 0.

Measurements were carried out by means of two sin-
gle wire probes working in the CTA mode. The first
probe, placed in a fixed position in the outer stream,
indicated the signal corresponding to the reference ve-
locity U(t, �xr) ≈ Ue proportional to the external flow
mean velocity Ue ≈ 5m/s. The second probe, the profile
probe, was put into position by a traversing system in
the streamwise direction x and in the direction y nor-
mal to the surface. The distance y from the wall of the
profile probe hot wire was measured with an accurate
cathetometer (precision 0.01mm). Digital records of the
output signals (25kHz, 750,000 samples, 16 bit) were ac-
quired simultaneously and then records of the relevant
instantaneous velocities were evaluated using data from
the calibration measurements performed prior to the ex-
periment. Next, the correction [11] of the wall proximity
effect on hot-wire cooling has to be applied.

The linear regression of the mean velocity close to the
wall

U∗ (y) = y
(
∂Ū

∂y

)

w

(2)

was received within this correction.
Evaluation of the instantaneous wall-friction fluctua-

tions τ ′w from the velocity records is apparent from the
following relations

(τ ′w)i = (τw)i − τ̄w; i = 1, 2, ...n,
(τw)i =

[
μ
(
∂U
∂y

)
w

]
i

∼= μKD Ui(y1)
y1
,

τ̄w = μ
(
∂Ū
∂y

)
w

= μKD Ū(y1)
y1

; KD = Ū∗(y1)
Ū(y1)

(3)

where n denotes the number of averaged samples and the
distance y1 is chosen so that the coefficient KD would
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be as close as possible to 1. The indicated measuring
method and evaluation procedures [11] allow determining
the instantaneous wall friction time series to be subjected
to the relevant statistical analyses.

In this paper, the transitional intermittency analysis
uses wall friction time series. The applied method is
so called TERA-method (Turbulent Energy Recognition
Algorithm-Method), e.g. [12] and the procedure of eval-
uating the transitional intermittency factor γ(x) is very
similar to that described in [13 and 14]. The detector
function, the threshold and the indicator function I(t)
are evaluated successively. The indicator function allows
distinguish the time intervals in those with turbulent
structure (I = 1) and those with laminar/nonturbulent
structure (I = 0). The transitional intermittency factor
is calculated after the following formulae

γ (x) = 1
n

n∑
j=1
I (x, tj); n = 750, 000. (4)

The examples of the conditionally averaged distribu-
tions of the wall friction during periods with turbulent
character or with the laminar one were demonstrated e.g.
in [15].

Valuable information on turbulent spots role in tran-
sition process can be deduced with regard to Emmons
ideas and Narasimhas concept of intermittency as will
be shown later.

The application of wavelet transform on the velocity or
wall friction digital records represents another approach
to the investigation of turbulent spots during boundary
layer transition. The advantage of this approach is the
clearness of the particular spot passages through the lo-
cation of observation. The presence of a spot may be con-
firmed by the time of occurrence, magnitude and shape
of the signal and to detect particular frequency com-
ponents as the spot interior is characterized by much
finer turbulence scales than the outer flow. Elsner et al.
[16] developed an original detection procedure based on
the wavelet analysis. Their procedure employs the Mor-
let wavelet transform and all calculations are performed
with the use of the Wavelet Toolbox of Matlab software
[17]. Essentially, this spot detection procedure consists
of a few steps. Initially, Morlet wavelet transformation
of the rough signal, corresponding to velocity or to wall
friction, is applied and than time series for the proper
selected value of scale number a, is extracted. Next an
absolute value of the time derivative is compared with
the defined threshold value, what gives a passing time of
individual spots and so their dimensions.

Figure 1: Transitional intermittency factor as function
of the local Reynolds number.

3 Results and analysis

The transitional intermittency factor γ(x) was evaluated
from the wall friction records acquired at different values
of the FST length parameter. The distributions γ(x)
versus Rex shown in Figure 1 confirm the effect of the
length parameter Le.

Despite of the same intensity Iue = 0.03 at x = 0, the
start of transition is moving upstream and the length of
transition region is shortening with the increasing FST
length scale. In compliance with Narasimha [2] the tran-
sitional intermittency factor γ(x) can be expressed in
form involving the spot production rate n (the number
of spots occurring per unit time and space distance) and
the Emmons dimensionless propagation parameter σ (in-
cluding both the stream wise and lateral spot growth,
effect of drift)

γ (x) = 0 , x ≤ xt;
γ (x) = 1− exp

[
− (x− xt)2

nσ/Ue

]
, x ≥ xt (5)

where the term nσ/Ue is assumed to be constant. Intro-
ducing the local Reynolds number Rex into the formulae
(5) we receive

γ (Rex) = 1− exp
[
− (Rex −Retr)2

n∗σ
]
,

Rex = xUe
/
ν, n∗σ = nσν2/U3

e .
(6)

Following Narasimha, it is possible introduce a new
variable ζ and express the above given formulas in an
universal form

ξ = (Rex −Retr)/ΔRetr,
Retr = Rex, γ=0.5, ΔRetr = Rex, γ=0.9 −Rex, γ=0.1,

γ (ξ) .= 1− exp
[
−a (ξ + b)2

]
.= 1− exp

[
−c (ξ + d)3

]
.

(7)
The values of empirical parameters a, b, c and d take

respectively the values a = 1.42 and b = 0.72 from the
Narasimha’s model [2] and c = 0.6 and d = 1.05 ac-
cording to the model proposed by Johnson and Fashifar
[18]. The comparison of presented results with models
proposed in [2] and [18] shown in Figure 2 demonstrates
their compatibility with (6) and somewhat better corre-
spondence with the model [18].

Figure 2: Universal intermittency function (symbols as
in figure 1, dotted line model [2], solid line [18]).

The dimensionless spot production rates n∗σ were
evaluated from the intermittency factor distributions and
as well using the wavelet analysis. Results are plotted
versus Reynolds number ΔRetr (6) in Figure 3 together
with the dotted line segment interpolating results pre-
sented in the paper [18].
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Figure 3: Dimensionless spot production rate versus
transition length Re (symbols as in figure 1, filled sym-
bols are calculated from the wavelet analysis).

Figure 4: Dimensionless spot production rates versus tur-
bulence level.

Apparently the results obtained from both the inter-
mittency and the wavelet analyses are in accordance not
only mutually but also with the results from [18]. An in-
teresting comparison is drawn in Figure 4, where the val-
ues n∗σ are plotted versus turbulence level either in the
leading edge plane x = 0, Iue = 0.03 (empty symbols)
or in sections of the transition start x = xtr, Iutr < 0.03
(filled symbols). Together with the measurement results
are plotted interpolations of results presented in [19] and
[20]. It appears that the model proposed by Mayle [20]
fits well the dependency n∗σ versus turbulence intensity
however with the values valid in the section of transition
onset Iutr .

The additional information provided by wavelet anal-
ysis is the number of detected spots of the defined length
along the transition zone. It was observed the growing
number of spots, the increasing average size of spots and
the extended scatter of spot dimensions in the course of
transition. Figure 5 is presented as an example of re-
sults. The behavior is in agreement with the physics of
the spot generation process.

Taking into account the growth and the propagation of
turbulent spot in time, the normalized - reduced number
of spots per metre and per second must be determined
for calculations of dimensionless spot production rates
n∗σ. Details on procedure are described in [16]. The
distributions of reduced number of spots and the mean
length of identified turbulent regions arising from spots
are shown as function of the distance x from the leading
edge in Figure 6 and as function of the intermittency
factor γ in Figure 7.

The distributions suggest that the spot generation
starts more intensively at the larger Le but this differ-
ence disappear farther downstream (γ > 0.1). Maximum
of the spot occurrence is near γ = 0.25 because then the
spot production is effectively inhibited due to calming
e.g. [21]. The mean length of identified turbulent re-
gions arising from turbulent spots initially slowly grows

regardless the Le up to the location where γ > 0.7. A
dramatic increase of the mean length of turbulent regions
follows farther downstream γ > 0.75, probably owing to
the merging of spots.

Figure 5: Number of spots as a function of spot length
(Iue = 0.03; Le = 33.6mm).

Figure 6: Distribution of reduced number (empty sym-
bols) and mean length of the identified turbulent regions
(filled symbols) versus the distance from the onset of
boundary.
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Figure 7: Reduced number (empty symbols) and mean
length of the identified turbulent regions (filled symbols)
as functions of intermittency factor.

4 Conclusions

Transitional intermittency factor distributions in bound-
ary layer under turbulent flows with different length
scales are compatible with the Narasimha [2] universal
form but somewhat better correspond with intermittency
model proposed by Johnson and Fashifar [18].

The dimensionless spot production rates n∗σ evalu-
ated from the applied wavelet analysis and using the
Narasimha’s intermittency concept are in accordance
mutually and also with the published results. The val-
ues n∗σ depend on Reynolds number, defined with the
length of the transition region, regardless on the FST
length parameter Le, like the results received by Frans-
son et al. [19] at different FST structure (Iu, L) at the
onset of boundary layer x = 0.

The dependence of the spot production rate on tur-
bulence level compared with models [19] and [20] sup-
ports the model proposed by Mayle [20] particularly if
the local turbulence level at the transition start would be
considered. Possible explanation for this finding follows
from the generally known fact that the smaller turbu-
lence length scale Le, the faster turbulence decay. Ow-
ing to this, the local intensity Iutr in FST with larger Le
exceeds the local intensity in FST with a smaller length
scale, despite the same turbulence intensities Iue at the
onset of boundary layer characterize both flows. Thus
probably some spots provoked by large turbulent dis-
turbances upstream from the section of the indifference
Reynolds number survive the viscous damping and join
those spots generating at the transition start. This ex-
planation support further findings.

The spot occurrence is more numerous at larger length
scale namely at the beginning of transition (γ = 0.1).
Difference disappears farther downstream (γ > 0.1).
Maximum of the spot occurrence is near γ = 0.25 at
different length scales because then afterwards the spot
production is effectively inhibited due to calming effect.

Mean length of identified turbulent regions arising
from turbulent spots initially slowly grows regardless the
Le up to the location where γ ≈ 0.7. This corresponds
probably to identification of the individual spots and
does not indicate an effect of the Le. Farther down-
stream γ > 0.7 a dramatic increase of the mean length
of turbulent regions arises. Obviously the merging of
turbulent spots is the reason.
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Introduction

Investigation of wake - boundary layer interaction on a
plate is reported when the harmonic wake is generated
by a single rod. This is probably a unique method to
produce a series of alternately changing negative and
positive jets. In this way it was possible to investigate
directly the difference between the influence of negative
and positive jet on boundary layer. The existence of
serious differences was revealed between them because
strong velocity impulses appear behind the negative jet
in the place of the local minimum of the velocity, however
behind the positive jet strong disturbances appear con-
siderably later and not behind the wake directly. These
impulses do not show the signs of chaos and should be
rather classified to deterministic structures. Behind the
positive jet the calm region was observed also in the area
of entirely disturbed flow.

In turbomachinery the blades cut the wake into seg-
ments which next flow and deform in the blade pas-
sage and interact with flow and especially with boundary
layer. Meyer (1958) differentiated between the imping-
ing and suction jet depending on the direction of the
flow of wake segment to or from the plate surface. Hod-
son, 1985, used the notion of "negative jet" to describe
the behaviour of wake in the blade passage in turbo-
machinery, where the wake segment moves towards the
trailing edge of a generating blade. But in the paper by
Addison and Hodson, 1990, there is a suggestion that
the negative jet has a very little effect on the boundary
layer which remains either laminar or turbulent. An-
other phenomenon was also reported in which the rel-
ative motion of fluid around the blade was revealed: in
compressor Kerrebrock and Mikolajczak (1970) observed
the motion from the suction side to the pressure side of
blade, whereas in turbine Binder et al., (1984) observed
the inverted motion.

So it is well known that depending on the choice of the
co-ordinate system: a wake can be treated as a velocity
defect in a absolute system of co-ordinates or as a jet in
a system of co-ordinates fixed with the mean velocity of
flow.

But another meaning of negative and positive jet is
also possible. The sign of the jet depends on the sign of
the jet velocity relative to the blade surface. The bound-
ary layer on the blade is affected by a positive jet when
the speed of the jet is oriented towards the surface of
blade so the jet impinges the blade, and affected by a
negative jet, if the velocity of the jet is directed from the
blade towards the external flow. Probably, Wiercinski,
(1995) was the first who used the names negative and
positive jets in such a context. It was based on the ob-
servation of the earlier inception of transition in a bound-
ary layer on a flat plate behind the negative than behind
the positive one. The difference in velocity fluctuations
behind the negative and positive jet was measured and

reported in Wiercinski, (1999).
The notion of negative jet was also used in a bypass

transition (Hernon et al., 2007) where the first signs
of breaks down to turbulence were observed. The lift-
up process of a low-speed streaky structure towards the
boundary layer edge is called negative jet. Actually, this
phenomenon could be described as an internal negative
jet, while the jet caused by wakes - as an external nega-
tive jet.

Another traces of negative and positive jet can be
found in the paper of Jeon et al. (2002) who carried out
an investigation of the transition in the boundary layer
on a NACA 0012 profile inserted in the squirrel cage.
In their investigation they found that for the counter-
clockwise rotation of the squirrel cage the wake induced
turbulent patches grew more quickly and merged with
each other further upstream than those for the clock-
wise motion of the squirrel cage. It is rather easy to
prove that the earlier transition of the boundary layer of
NACA0012 profile appears behind the negative jet.

In most experimental research the different impact of
negative and positive jet on transition was not noticed
probably because they were rather devoted to following
the motion of wake segments in the blade-to-blade pas-
sage, (e.g. Stieger and Hodson, 2005).

It is also necessary to make an additional distinction
of the influence of negative and positive jets relating the
side of the blade: on the pressure and suction side of
blade. Negative jet (NJ) influence on the suction side
(SS) of blades of the rotor in the case of ventilators
and compressors, and positive jets (PJ) on pressure ones
(PS), Fig. 1a. It is the inverse in turbines, Fig.1b.

Figure 1: Positive and negative jets in compressor (a)
and turbine stage (b) (Wiercinski, 1999) PJ and NJ -
positive and negative jet, PS and SS- pressure and suc-
tion side.

The question of wake influence on flow in the blade-to-
blade passage of turbomachinery has already a long his-
tory. It will be sufficient here to remember the review on
transition by Mayle, (1991). However many questions re-
main unanswered. Recently new evidence for the strong
difference in the influence of the negative and positive
jet with the boundary layer were reported in the papers
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of Wiercinski and Zabski, 2007, 2008, 2009. Apart the
basic importance of the negative and positive jet influ-
ence on the LTT, additionally the wake and leading edge
interaction for the earlier LTT inception was emphasized
in the presentation of Beevers, 2007.

The research reported here is aimed at an investiga-
tion of the differences in the influence of positive and
negative jets on the boundary layer on a plate at zero
pressure gradient and at low intensity of the external
stream turbulence. The understanding of the boundary
affected by the jets (positive and negative) should give
us the tools for the better understanding and modelling
of non-stationary phenomena in flow machines and espe-
cially the laminar-turbulent transition.

Experimental stand

Measurements were conducted in a low subsonic wind
tunnel at the Institute of Fluid-Flow Machinery, Gdansk,
with a low level of background turbulence, Tu ≤
0.08% and a maximum flow speed of U = 100 m/s.
The measurement chamber with octagonal cross-section
has the following dimensions (width, height, length)
600x460x1500 m; see figure 2.. The boundary layer was
studied on the upper surface of the flat plate of dimen-
sions 600x700x14 (width, length, thickness). The angle
of the attack was zero, so and the gradient of pressure
close to zero value was characterized by the coefficient
of acceleration K = 7 · 10−8. A round rod of diameter
3 mm and length 600 mm served as the wake genera-
tor. The upstream distance between the rod and the
plate leading edge is equal to L = 86 mm, so the ratio
L/d ≈ 28.7. The rod moved up and down with the fre-
quency f = 4 Hz, which gives the period 0.25 sec for
one negative and one positive jet. The time-phase of the
rod motion generating the negative jet was recorded and
the moment of time chosen as the phase mark was when
the axis of the rod is on the same height as the lead-
ing edge of plate. After the phase mark is recorded, the
wake produced by the rod moves with a flow speed, so
the trace of negative jet is delayed in the relation to the
phase mark ( on wavelet graphs - perpendicular black
interrupted lines). The measurements were carried out
by means of the StreamLine hot-wire system with the
software StreamWare and the hot-wire sensor 55P15 of
DANTEC. The measurements were carried out for the
air velocity of U = 15 m/s, for eight various Reynolds
numbers Re =168843, 216979, 257412, 298640, 334414,
374159, 587243, 686918. The velocity signal recorded for
every point took t = 10 s and were sampled with the
frequency f = 5 kHz.

Figure 2: Scheme of the experimental stand, a) lead-
ing edge geometry, b) working section, 1) wake generator
(rod), 2) plate.

Results of investigations

The wavelet analysis was preceded by the time and
phase averaged analysis. The results were presented in
Wiercinski and Zabski, 2009. The investigation con-
tained the different velocity profiles and other charac-
teristics of boundary layer such as the thickness of the
layer δ, the coefficients of the resistance Cf and so on
were derived as well. The investigations of the boundary
layer yielded time averaged measurements results com-
parable with those presented in work Wiercinski, 1999.
A diagram of the local friction coefficient Cf distribution
is presented below, Fig. 3. It is treated as a reference
diagram for the following diagram with the wavelet anal-
ysis.

Figure 3: Local drag coefficient Cf distribution along
plate.

Results of wavelet analysis

Since its originate the wavelet analysis found many dif-
ferent application, e.g. : detecting discontinuities and
breakdown points in observed phenomenon, de-noising
signals, identifying frequencies, etc., but it is well known
that it is particularly useful for the non-stationary sig-
nal analysis, where one has to deal with signals of differ-
ent frequencies in different time intervals, (MathWorks,
2004, Addison, 2002). And such a case took place in this
investigation where one had to do with unsteady signals.
This feature of the wavelet analysis is crucially different
from the Fourier analysis for which it is necessary to as-
sume that the analysed signal is stationary. In Fourier
analysis basically the harmonic functions sine and cosine
are used. In wavelet analysis there are many different
families of wavelet functions of different features.

In reported experiment the Meyer wavelet was used to
analyse the instationary behaviour of flow behind jets.
Both the scaling function and wavelet function in the
Meyer family wavelet are defined in frequency domain.
They are also symmetric and ensures orthogonal analy-
sis. So the wavelet analysis was used as a bandpass filter.
The wavelet analysis was made by means of the Wavelet
Toolbox of MatLab.

The are many different possibilities to choice the
points for the analysis. Usually, the most interesting
points were chosen and in this case it was the near-
est point to the plate surface, generally, in the range
y+ = 10÷13. Another four point were: on the other edge
of velocity fluctuation distribution and in two maxima an
one minimum (not presented). The point at the outside
edge of distribution goes beyond conventional borders of
layer, that is U = 0.99U0, because the velocity fluctua-
tions are seen outside this border and this point is where
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the velocity fluctuations do not get smaller any more and
are actually equal to the velocity fluctuation in the out-
side stream. It is clearly that the points could be chosen
in another way.

Beneath, four graphs are presented for varying
Reynolds numbers, for the first, third, fourth and last
point of the Cf diagram in Fig. 3. Each of these graphs
contain the same elements. In the upper graph the veloc-
ity time trace is presented, whereas in the central graph
the results of wavelet analysis is presented and finally the
lower graph shows the section through the second graph
for the frequency f = 192 Hz. Actually, the central
graph is three-dimensional, to visualize it the altitudes
of the wavelet coefficient a are shown as isoheights by
grey-shades with the grey shadowed bar and scale at the
right side. By the vertical lines in the central graph the
time for the negative jet is marked, and between them is
the positive jet. The black intermittent horizontal line
is marking the frequency f = 192 Hz mentioned above.
The values of wavelet coefficients a for this frequency are
introduced in the lowest graph. The time t is marked
only once on the horizontal axis of the lowest graph.

Just in the first of these figures, Fig. 4, the consider-
able velocity difference behind the negative and positive
jets are shown. The strong velocity impulses are well
seen behind the negative jet, whereas behind the posi-
tive they are not disturbances. What is striking here is
the local velocity minimum behind the negative jet.

The investigation of Jeon et al. (2002) showed that the
averaged static pressure on the profile surface in the case
of a counter-clockwise rotating squirrel cage (i.e. nega-
tive jets) is considerably smaller than in case of clockwise
rotating (i.e. positive jet). Similar pressure differences
were reported earlier by Hodson (1985). So the strong
velocity disturbances should be connected with both the
local pressure and velocity falls caused by the negative
jet.

Figure 4: Wavelet chart, Re = 168843, y+ = 10.

Two characteristic wave packages of frequencies f = 42
Hz and 192 Hz are also seen between the wake jets.
Estimating the intensity of the wave package of fre-
quency 192 Hz, it is seen in the lowest graph of Fig.
4 that it is much more present behind the negative
jet. The second wave package of frequency 42 Hz ba-
sically appears with equal intensity behind both jets.
The determined F = βrν/U2

o · 106 coefficient of these
wave is equal to F (42)=17 and F (192)=80 and the con-
nected Reynolds number Re1 = 660 places these al-
most harmonic distortions before the neutral curve of
the Tollmien-Schlichting waves. For further Reynolds
numbers the phase change and amplification of the am-
plitude of these waves were not observed so the two prin-
cipal characteristics of Tollmien-Schlichting waves were

not visible. They can be called only as the waves similar
to the Tollmien-Schlichting waves.

Figure 5: Wavelet chart, Re = 257412, y+ = 10.

In Fig. 5, for Reynolds number Re = 257412, the
third point in Fig. 3, the intensity of the impulses behind
negative jets systematically grows, whereas the level of
disturbances behind positive jets are furthermore much
smaller. It is also striking that behind the negative jet
the calm region is rather absent, while it is excellently
visible behind the positive jet. Moreover, some addi-
tional disturbance disturbances begin to appear behind
negative which can be compared to the turbulent spots
of natural origin. They appear in the middle behind the
negative and positive jets, Fig. 5.

Figure 6: Wavelet chart, Re = 298640, y+ = 10.

In Fig. 6 for Reynolds number Re = 298640, the
fourth point in the Cf graph in Fig. 3, the continued
growth of disturbances behind negative jets can be well
seen, and even first large impulses of the velocity appear
on the background of the increasing level of disturbances
in the area before positive jets. Nevertheless there is a
further region without disturbances directly behind the
positive jet. Thus the zone called calm region behind
the positive jet remains. The described symptoms can
be well seen in the three diagrams in all figures, where
in the upper diagram the time traces show continuously
increasing number of impulses, whereas in the central
diagram the full wavelet spectrum from 32 to 1050 Hz
shows increasing amount of distortion and finally in the
third diagram the section for the frequency f = 192 Hz
also shows increasing level of disturbances.

In Fig. 7 for the Reynolds number Re = 686918, the
last of the Cf diagram in Fig.3, the area behind the
negative jet is entirely filled with strong impulses of the
velocity, whereas the calm region behind the positive jet
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is maintained. So the flow can not be estimated as full
turbulent, which is also to see in Fig. 3, where the Cf
value is below the turbulent distribution line.

Figure 7: Wavelet chart, Rex = 686918, y+ = 13.

Figure 8: Interaction of wake negative jet with a low
speed streaky structure in boundary layer leading to
strong velocity disturbances.

Conclusions

It was presented above that the influence of the nega-
tive jet on the boundary layer is basically different from
the positive jet. Strong velocity distortion were revealed
in the area exactly behind the negative jet for the low-
est values of the Reynolds number. The experiment was
made for the coefficient of acceleration K = 7 · 10−8

so for the pressure gradient actually equal to zero. In-
creased Reynolds number leads to that the quantity of
strong impulses grows and they join with larger struc-
tures, most probably the turbulent spots or patches. But
they clearly still differ from the jet (wake). Additional
lonely velocity impulses revealed at the half between the
negative and positive jet raising supposition that they
are turbulent spot of natural transition. However, what
is very striking, the calm region, which is visible behind
the positive jet persists for the all investigated Reynolds
numbers, whereas such a calm region is very early not
visible behind the negative jet.

In Fig. 8 the pictorial picture of proposed explanation
for the occurrence of the strong velocity disturbances be-
hind the negative is given. Passing negative jet causes
the local pressure and velocity decrease in its neighbour-
hood. This pressure and velocity falls cause obviously
the greater predisposition for destabilization of boundary
layer, which could be connected with the earlier growth
of the low speed streaky structure and its lift-up. The
combining of these two processes could be responsible
for the rapid growth of the velocity disturbances only
behind the negative jet. Thus, the interaction of the

streaky structures (known from the natural transition)
with the wake negative jet should be considered as a
cause of appearance of strong disturbance.

Additionally, the harmonic wave packages about fre-
quencies f = 42 and 192 Hz in regions between both jets
can be recognized probably as - to some extent - similar
to Tollmien-Schlichting waves.

Finally, the last conclusion referring the importance
of results of this investigation for transition modelling
in turbomachinery, it is to emphasize once again that
the negative jet is more dangerous for rendering the flow
turbulent, because it decreases the static pressure and
velocity in its vicinity near the plate surface. In such a
way it enhance the predisposition of flow in boundary
layer to unstable behaviour. Such a behaviour could be,
moreover, connected with regions of local of pressure in-
crease and decrease along the pressure and suction side
of the blade.
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Abstract

The present paper reports the results of a detailed ex-
perimental study carried out in a low-speed test facility
at the University of Genoa on the separated flow tran-
sition process. Laminar boundary layer separation has
been studied for different Reynolds numbers over a flat
plate installed within a double contoured test section de-
signed to produce the adverse pressure gradient typical
of Ultra-High-Lift turbine profiles.

Profile aerodynamic loadings as well as boundary layer
velocity profiles have been measured to survey the sepa-
ration and transition processes. Spectral analysis of hot-
wire measurements has been also performed to identify
the characteristic frequency of the phenomenon. Sharp
peaks, which are the trace of Kelvin-Helmholtz waves
generated in the shear layer over the separation bubble,
appear in the spectra for the investigated Reynolds num-
bers at different frequencies.

1 Introduction

During the low Reynolds number operation of aeroengine
LP turbines, the boundary layers developing along the
blades suction side are mostly laminar, then transitional
over a significant length. Therefore, boundary layer sep-
aration may occur. This is very detrimental for the
performance, especially when the separation bubble is
long or, even worse, when the flow massively separates.
These phenomena tend to be even more common with
the current trend of blade loading increase, lower oper-
ating Reynolds number, or just operation at off-design
conditions. Therefore the blade design needs particular
care in order to avoid the risk of performance reduction.
In particular the development of the laminar separation
bubble, its transition and consequent reattachment have
to be accurately predicted at the different operating con-
ditions, e.g. at different Reynolds numbers. Hence, tran-
sition and separation location play a crucial role for the
turbine design since they may affect up to the 4% in
terms of the engine efficiency [1].

Mayle [2], Walker [3], and Hatman et al. [4] presented
critical analyses of transitional phenomena in gas tur-
bine engines. Different prediction models have been pro-
posed, but it has been also stated that there is no com-
plete model to describe the overall separated-flow tran-
sition process. Even though empirical data have been
obtained by many authors in early stage of the research,
[5,6] among others, the physical understanding of lami-
nar separation bubbles has still to be improved.

Recent numerical studies [7-9] showed that a two-
dimensional inviscid instability originates from the shear
layer flow over the stagnation region of the separation

bubbles via the Kelvin-Helmholtz mechanism. Vortical
structures are shed by this instability process and induce
fluctuations inside the flow which consequently promote
the boundary layer transition. The breakdown to tur-
bulence occurs at around the time-mean reattachment
point where the flow starts to develop into the turbulent
regime. Similar considerations were pointed out also by
recent experimental works [10-12].

The present work, carried out in cooperation between
University of Genova and Avio S.p.A., is part of an Eu-
ropean research project named ’Turbulence And Tran-
sition Modeling for Special Turbomachinery Applica-
tions’ (TATMo), focused on the experimental and nu-
merical activities, aimed at extending the knowledge on
the separated-transition processes especially for Ultra-
High-Lift blades. A better physical understanding of the
separation bubble behaviour at the different operating
conditions may avoid performance deterioration for such
highly loaded profiles.

The paper gives an experimental account of the sepa-
rated flow transition occurring under steady conditions
for Reynolds numbers in the range 70, 000 < Re <
200, 000, typical of real aeroengine operating points. The
boundary layer development has been surveyed along a
flat plate installed within a double contoured test sec-
tion, designed to produce the prescribed adverse pressure
gradient typical of Ultra-High-Lift turbine profiles. Mea-
surements have been performed by means of hot-wire in-
strumentation, within the transition/separation region.
In particular, to better explain the transition process
and to understand the physics which cause the separa-
tion reattachment spectral analysis has been adopted.

2 Experimental apparatus and measuring
techniques

Measurements have been performed in the open loop
wind tunnel installed in the Laboratory of Aerodynam-
ics and Turbomachinery of Genova University. As shown
in Fig. 1, the test section is constituted by a flat plate
located between two contoured walls designed to impose
an adverse pressure gradient typical of Ultra-High-Lift
turbine profiles. The aerodynamic pressure gradient is
similar to what analyzed in a single contoured test sec-
tion by Lou and Hormouziadis [12]. The flat plate is 200
mm long and 300 mm wide.

The flat plate has been instrumented at midspan,
along its rear part (downstream of the velocity peak),
with a total of 25 pressure taps connected to a Scani-
valve. Static pressures were measured by means of high-
sensitivity high accuracy low range SETRA differential
transducers. The instrument accuracy is better than
±0.075% of the transducer full-scale range (±620 Pa).
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Figure 1: Double contoured test section.

The boundary layer developing along the rear part of
the plate was surveyed by means of 12 traverses nor-
mal to the wall (from x/L = 0.31 up to the plate trail-
ing edge). Each traverse was constituted by 31 points
along the normal to the wall direction, with smaller spac-
ing close to the wall. A three-axis computer controlled
traversing mechanism with a minimum linear translation
step of 8ţm has been employed to allow high movement
precision and spatial resolution. The boundary layer
development has been investigated within the Reynolds
numbers range 70, 000 < Re < 200, 000. Measurements
have been carried out for steady inflow conditions.

A Dantec single-sensor miniature boundary layer hot-
wire probe (type 55P15) has been employed for the mea-
surements. The anemometer output voltages were sam-
pled using a Metrabyte DAS 58 sample and hold AD
converter board.

Flow direction in a separation bubble cannot be deter-
mined with a single sensor hot-wire, but velocity magni-
tude can be measured and it was found to be very low
and nearly constant within the bubbles investigated in
the present study. For what concerns the time mean
measurements, in each point, 262,500 samples have been
collected with a sampling frequency of 10 kHz. An an-
tialiasing low-pass filter set at 5 kHz has been used. Con-
sidering a confidence level of 95%, the uncertainty in the
velocity measurements has been evaluated to be lower
than 2%.

The post processing of the row signals allows the eval-
uation of the velocity power density spectra which pro-
vides further information for the instability process be-
haviour. The spectra of the velocity fluctuations have
been determined by averaging 32 fast Fourier transforms
(FFT) performed on data blocks with a 50% overlap-
ping. With a data sample length of 8192 and a sampling
frequency of 10,000 Hz the frequency resolution is 0.61
Hz.

3 Results and discussion

3.1 Static pressure distributions

Blade loadings measured under steady inflow condition
in the rear part of the plate are plotted in terms of the
static pressure coefficient (Cp) in Fig. 2 for the differ-
ent Reynolds numbers tested. For the lower Reynolds
number, Re = 70, 000, a large laminar separation bub-
ble can be recognized for the steady case, as suggested
by the plateau present in the Cp distribution. Boundary
layer separation occurs at x/L equal to about 0.39, while
reattachment seems to be completed only at x/L = 0.69.
Increasing the Reynolds number the laminar separation

bubble appears smaller and smaller as suggested by the
plateau length reduction.
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Figure 2: Pressure coefficient distributions.

For the highest Reynolds number (Re = 200, 000), the
laminar separation is still present, but it affects a very
small portion of the plate. The boundary layer separates
at about the same position observed for Re = 70, 000,
but reattaches sensibly upstream, at x/L = 0.49. The
reduced extension of the separation bubble produces a
higher velocity peak (suggested in the figure by the high-
est Cp value in the first measuring point) and conse-
quently increases the aerodynamic loading.

3.2 Velocity and turbulence intensity fields
The bubble structure can be observed by the velocity and
the turbulence intensity distributions reported in Fig. 3,
for Re = 200, 000. Both the velocity and its root mean
square contour plots have been made dimensionless by
the free-stream velocity measured in the first measur-
ing traverse. The contour plots axes have been set with
different scales ratio.

 

 

Figure 3: Velocity and turbulence intensity contour plots:
Re = 200, 000.

The laminar separation bubble, shown by the black
area in the velocity contour plot, appears quite thin
and short. Coherently with the Cp distribution, the
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maximum thickness of the bubble is located at around
x/L = 0.46, very close to the recovery point observable
in the blade loading. The boundary layer transition pro-
cess takes place just upstream of x/L = 0.49, as shown
by the occurrence of a local peak in the turbulence inten-
sity contour plot. The vanishing of the black area close to
the wall, observable in the velocity distribution, confirms
that the boundary layer has reattached downstream of
x/L = 0.49.

 

 

Figure 4: Velocity and turbulence intensity contour plots:
Re = 100, 000.

 

 

Figure 5: Velocity and turbulence intensity contour plots:
Re = 70, 000.

At the smaller Reynolds numbers the laminar separa-
tion bubble became larger and thicker, as shown in Fig.
4 and Fig. 5 for Re = 100, 000 and Re = 70, 000 respec-
tively. Also in these cases, the maximum displacement
positions of the bubble appear in good agreement with
the positions associated with the Cp skew change. The
bubble maximum displacement for Re = 70, 000 is about
y/L = 0.02. For this Reynolds number the boundary
layer begins the transition and consequently the reat-
tachment process downstream of x/L = 0.59, as sug-
gested by the high velocity fluctuations occurring in the
separated shear layer. However up to x/L = 0.80 a high
velocity defect is still present close to the wall (dark grey
region in the velocity distribution).

Re f [Hz] Kl ω∗

70,000 482 1.2 0.220
100,000 791 0.98 0.215
200,000 2115 0.55 0.217

Table 1: Fundamental instability process parameters.

The boundary layer transition process starts on the
separated shear layer just over the bubble, as suggested
by the local increase of the turbulence intensity shown
by the turbulence intensity contour plots for both the
Reynolds numbers. In fact the trace of the velocity pro-
file inflection points coincides with the maxima in the
turbulence intensity distributions, as it can be observed
in Fig. 5. The inflection line is defined as envelop of
the points where (∂2u/∂y2) = 0 and indicates the re-
gion where the boundary layer is intrinsically unstable.
The large velocity fluctuations occurring inside the shear
layer are due not only to the turbulence activity, but
principally to the large scale coherent vortical structures
growing in the shear layer due to the boundary layer in-
viscid instability process [12], as will be confirmed in the
following by the spectra analysis.

At around x/L = 0.5 and y/L = 0.018 (point A re-
ported in Fig. 5), the velocity fluctuations in the shear
layer begin to be strongly amplified (point B), due to
the shear layer rollup phenomenon that produces vor-
tex shedding. The merging and the mixing out of these
vortices introduce oscillations on the flow inducing conse-
quently the boundary layer transition in the surround of
the line of the velocity inflection points (point C). Mov-
ing downstream the turbulent region propagates towards
the wall, promoting the fully turbulent condition of the
boundary layer (point D) and the consequent separation
bubble reattachment.

3.3 Velocity spectra analysis
The analysis of the velocity power density spectra in the
separated shear layer can be useful for a better interpre-
tation of the instability process for the different Reynolds
numbers.

The high flow fluctuations observed in the turbulence
intensity contour plot are induced by the shear layer in-
stability and occur at a well identified frequency. The
frequency range can be deduced from the velocity spec-
tra obtained along the line of inflection points of the
velocity profiles (e.g. looking to the black line superim-
posed on the velocity contour plot for Re = 70, 000 in
Fig. 5).

In Fig. 6 spectra obtained for several points (from A
to D) are shown for the case Re = 70, 000. The pres-
ence of a peak at around 480 Hz starts to become vis-
ible in the point A. This frequency peak suggests the
beginning of the rollup phenomenon of the shear layer
and it is in agreement with the theoretical estimation for
Kelvin-Helmholtz instability frequency range [13]. For
two constant density flows characterized by a continuous
variation of the streamwise velocity component along the
y direction, as in laminar separation bubble, the Kelvin-
Helmholtz instability occurs with the wave number in
the range 0 < Kl < 1.2785, where l is the separated
shear layer thickness and the wave number is expressed
by K = 2πf/uinfl, as reported in the work of Chan-
drasekhar [13]. The frequency observed in our tests cor-
responds to Kl = 1.21 for Re = 70, 000.

The power density spectra also show high energy con-

26 ERCOFTAC Bulletin 80



tent in the low frequency range associated with the bub-
ble fluctuations.

Characteristic parameters for the other Reynolds num-
bers are provided in Table 1.
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Figure 6: Non-dimensional power density spectra of ve-
locity fluctuations for Re = 70, 000.
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Figure 7: Non-dimensional power density spectra of the
velocity fluctuations for Re = 100, 000 (left column) and
Re = 200, 000 (right column); top, homologous of point
A, middle point B, bottom point C.

Going downstream along the separated shear layer
(point B), the peak of the power density appears strongly

amplified with respect to the previous point A. This con-
firms the amplification of the shear layer rollup mech-
anism. Vortices are then probably shed in correspon-
dence of the top side of the bubble near to the maximum
displacement position (at around x/L = 0.6) provoking
high flow fluctuations inside the boundary layer up to
induce its transition process.

Downstream of this position the boundary layer is in
an advanced turbulent condition far away from the wall
in correspondence of the point C, as confirmed by the
power density spectra that assumes almost the typical
turbulent distribution (excepted for the low frequency
range that still contains large energy). The increasing
mixing characterizing the turbulent condition increases
the momentum transfer process in proximity of the wall,
advecting turbulence towards the wall region (point D)
and induces consequently the boundary layer reattach-
ment.

Power density spectra are shown in Fig. 7 also for
the other 2 Reynolds numbers tested. Increasing the
Reynolds number the frequency peak increases its fre-
quency. Furthermore, for Re = 200, 000 a sub harmonic
seems to appears at around 1000 Hz consistently with the
result reported in the work of Malkiel and Mayle [10].

The sharp peak of the power density moves at higher
frequency as the Reynolds number increase accordingly
with the almost constant value of the dimensionless fre-
quency parameter ω∗. Following the concept that the
separated area can be seen as the interface between
two distinct layers, characterized by two different ve-
locity u1 and u2 separated by the shear layer, the ve-
locity difference and the average velocity can be intro-
duced to characterize the phenomenon Δu = (u2 − u1)
and ū = 0.5(u1 + u2). The separated shear layer
can be further characterized by the vorticity thickness
δw = Δu/(∂u/∂y)max.By means of these parameters
it is possible to quantify the dimensionless frequency
ω∗ introduced by Monkewitz and Huerre [14]: ω∗ =
1/4δw(2πf)/ū.

The values found for this parameter in the present
work are summarized in Table 1 for the different
Reynolds numbers and appear in good agreement with
the values predicted by Pauley et al. [7] ω∗ = 0.21 and
Yang and Voke [8] 0.206 < ω∗ < 0.231.

The inviscid nature of the Kelvin- Helmholtz waves
makes the dimensionless frequency almost non depen-
dent on the Reynolds number suggesting a similar mech-
anism of the shear layer rollup.

4 Conclusions

The structure of laminar separation bubbles developing
for a Reynolds numbers in the range 70, 000 < Re <
200, 000 was experimentally investigated by a hot wire
anemometer on a flat plate with a prescribed adverse
pressure gradient typical of Ultra-High-Lift turbine pro-
files. The high frequency response of the instrumentation
allowed analysis of the velocity fluctuations and power
density spectra. For the smaller Reynolds number tested,
the boundary layer has been found to be affected by a
large laminar separation bubble. Aerodynamic loading
distributions show that this bubble is strongly reduced
increasing the Reynolds number.

Mean velocity and turbulence intensity contour plots
for the steady case show that the beginning of bound-
ary layer transition occurs in correspondence of the sep-
arated shear layer, where the velocity fluctuations are
larger due to the shear layer instability. The maxima in
the turbulence intensity contour plots have been found,
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for all the Reynolds number conditions, in correspon-
dence of the trace of the velocity profile inflection points.

The velocity spectra show that fluctuations are am-
plified moving downstream, and proceed into a Kelvin-
Helmholtz type of breakdown, involving a rollup of the
shear layer shedding a continuous sequence of vortices.
The energy peak of the Kelvin-Helmholtz instability fre-
quency is amplified up to the bubble maximum displace-
ment.

The vortical structures generated by the instability in-
troduce fluctuations in the main flow. The boundary
layer transition seems consequently be triggered by the
breakdown of large scale vortical structures induced by
the inviscid instability occurring in the separated shear
layer. The turbulent condition following the transition
process increases momentum transfer toward the wall
forcing the boundary layer reattachment.

The constant value of the dimensionless frequency ob-
served for variable Reynolds numbers indicate the invis-
cid nature of the instability waves growing within the
separated shear layer.

5 Nomenclature
Cp = pt1−p

pt1−p1
pressure coefficient

f vortex shedding frequency
K = 2πf/uinfl wave number
l shear layer thickness
L plate length
p static pressure
pt total pressure
Re = U0L/ν isentropic inlet Reynolds

number
Tu = rms(u′)/Uref turbulence intensity
u streamwise velocity
u′ velocity fluctuation
U local free-stream velocity
U0 inlet free-stream velocity
uinfl streamwise velocity at the

inflection point
Uref free-stream velocity at

x/l = 0.3
y normal to the wall direction
δw = Δu/(∂u/∂y)max vorticity thickness
ν kinematic viscosity
ω∗ = 1/4δw(2πf)/ū instability dimensionless

frequency
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1 Introduction

The physics of the transitional flows is complicated and
involves a lot of uncertainties, which make difficult a de-
terministic modeling approach. The various approaches
presented so far are mainly directed in three routes: the
use of the eN method, where the evolution of the first dis-
turbances in a flow are tracked in order to investigate if
they grow or diminish, the LES and DNS approaches and
the RANS approach. Each of these major approaches has
its advantages and deficits. For example, the eN method
can accurately predict the natural transition but it can-
not be applied to transitional flows due to boundary layer
separation. The LES and DNS approaches, have been
proven to have a good potential to model transitional
flows but they require a significant amount of computa-
tional resources and they are time consuming. Regard-
ing the RANS approach, transition modeling is based on
the use of an eddy-viscosity or a Reynolds-stress model
(RSM). This approach is quite simple but it has some
very critical deficits. For example, the a-priori use of a
turbulence model on a theoretically laminar flow (in its
early development) has a major drawback. Savill [1, 2]
has noticed that the use of a low-Reynolds number vari-
ance of a turbulence model is nearly obligatory since it
can indirectly take into account the laminar nature of the
boundary layer in the near-wall region and this mecha-
nism seems to help significantly the reproduction of the
transitional region. A major effort to model accurately
the transitional flows using the RANS has been presented
by Steelant and Dick [3,4] who developed the conditioned
averaged Navier-Stokes equations, together with the in-
termittency factor concept. Suzen and Huang [5] and
Suzen et al. [6] presented also some efforts to model
transition using the intermittency transport equation.

Regarding the use of the eddy-viscosity models, it has
been recognized that their linear variances for the com-
putation of the Reynolds-stress tensor suffer from an in-
capability to predict accurately the transitional flows.
This behavior has been related to their inability to pre-
dict the anisotropic behavior of the normal Reynolds-
stresses in the near-wall region. In the past decade, some
more sophisticated eddy-viscosity models have been pre-
sented, all of them developed on the basis of a non-linear
expansion of the Reynolds-stresses tensor explicit equa-
tions. This non-linearity leads to an anisotropic rep-
resentation of the normal Reynolds-stresses close to the
wall as shown in the experiments. The non-linear models
have been applied mainly in by-pass transitional flows,
although there are some published works regarding its
application to transitional flows due to boundary layer
separation.

On the other hand, when transition is modeled with
RSM, excellent results have been presented, for examble

by Hadjic and Hanjalic [7] and Vlahostergios et al. [8],
for the boundary layer separation-induced transition, al-
though it has been recognized that these models are very
difficult to handle since they require a lot of program-
ming effort.

A recently approach is the one presented by Mayle
and Schulz [9], who used the laminar kinetic energy kL,
which contributes to the Reynolds-stress tensor and it is
present in the pretransitional flow regime inside the lam-
inar boundary layer. In this way, the Reynolds-stresses
for the momentum equations are computed using a total
turbulent kinetic energy, which is the sum of the lami-
nar kinetic and the turbulent one. Walters and Leylek
[10], presented an integrated turbulence model, in the
eddy-viscosity framework, where apart from the trans-
port equations of k and ε they introduced a transport
equation for the laminar kinetic energy kL.

In this work, we present computational results for
the boundary-layer separation-induced transition using
a non-linear eddy-viscosity model, which adopts also one
more equation for the laminar kinetic energy. The use
of the laminar kinetic energy together with a non-linear
constitutive expansion of the Reynolds-stresses has the
potential to provide accurate results. The results are
compared with the ones obtained with the use of a low-
Reynolds number RSM developed by Craft [11].

2 The experimental test cases

The most detailed experimental database, regarding
transitional flows, is the ERCOFTAC database for ex-
periments conducted on flat plate flows. These experi-
ments have been carried-out by Coupland and Brierley
[12]. The measurements refer to the velocity and u-rms
distributions during the flow development on a flat plate
having a sharp or semi-circular leading edge leading to
by-pass or separation-induced transition respectively. Of
course, the most challenging cases, are the ones involving
the boundary-layer separation, which are coded as T3L
test cases and they refer to various freestream condi-
tions for the inlet velocity and inlet turbulence intensity.
The separated boundary layer developed on the flat sur-
face becomes the main transition mechanism. Depend-
ing on the inlet conditions, various separation lengths are
measured leading to different transition lengths. Table
1 shows the freestream conditions for the six T3L test
cases. The experimental setup of the T3L test cases is
shown in fig.1
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Code Freestream conditions
(turbulence intensity and velocity)

T3L1 Tu = 0.20%, U∞ = 5m/s
T3L2 Tu = 0.65%, U∞ = 5m/s
T3L3 Tu = 2.3%, U∞ = 5m/s
T3L4 Tu = 5.5%, U∞ = 5m/s
T3L5 Tu = 2.3%, U∞ = 2.5m/s
T3L6 Tu = 2.3%, U∞ = 10m/s

Table 1: T3L test cases: Freestream conditions.

Figure 1: The experimental setup of the T3L test cases.

3 Overview of the turbulence models

3.1 The proposed combined model
The model of Walters and Leylek [10], solves the two
typical equations for the turbulent kinetic energy and
the turbulence dissipation rate, which are appropriately
modified in order to incorporate the transition mecha-
nism. A third transport equation is solved for the lami-
nar kinetic energy kL:

DkL
Dt

= PL −R −RNAT −DL + ∂

∂xj

(
ν
∂kL
∂xj

)
(1)

The transport equation for the turbulent kinetic en-
ergy has the form:

DkT
Dt

= PT+R+RNAT−ε−DT+ ∂
∂xj

[
(ν + αT /σk)

∂kT
∂xj

]

(2)
while for the turbulence dissipation rate the transport
equation is written as:

Dε
Dt = Cε1 εk (PT +RNAT ) + CεRR ε√

kT kL
−

−Cε2 ε2

kT
DT + ∂

∂xj

[
(ν + aT /σε) ∂ε∂xj

] (3)

In these equations, PL and PT are the productions of
the laminar kinetic energy and turbulent kinetic energy
respectively, which are computed using the Boussinesq’s
linear formulation of the Reynolds-stresses.

PL = νT,lS2 (4)

PT = νT,sS2 (5)
where, νT,l is the large-scale eddy-viscosity and νT,s is
the small-scale eddy-viscosity. These two viscosities are
appropriately computed using various parameters and

coefficients, in the same manner as with a typical eddy-
viscosity calculation plus they include an intermittency
parameter in order to account for the transitional phe-
nomena. The total eddy-viscosity is the sum of the two
eddy-viscosities:

νTOT = νT,s + νT,l (6)

Additionally, R is a production term modeling the av-
eraged effect of the breakdown of the streamwise fluctu-
ations and RNAT is the production term modeling the
natural transition process. The DL and DT are the lami-
nar and turbulent near-wall dissipation rates. The trans-
port equation for the laminar kinetic energy has only
a laminar diffusion term, while both the equations for
the turbulent kinetic energy and the turbulence dissipa-
tion rate include the turbulent diffusion term. The latter
is computed using the turbulent scalar diffusivity αT a
quantity, which is calculated using a damping function
also, in the same way like the computation of an eddy-
viscosity.

The expression for the Reynolds-stress tensor, which
is used in the momentum transport equations, is given
by:

−uiuj = νTOT
(
∂Ui
∂xj

+
∂Uj
∂xi

)
− 2

3kTOT δij (7)

where,

kTOT = kT,l + kT,s + kL (8)

with kT,l and kT,s being the small and the large-scale
turbulent kinetic energy, computed by appropriate ex-
pressions.

The inclusion of a non-linear Reynolds-stress consti-
tutive expression is straightforward in the framework of
the laminar kinetic energy, Vlahostergios et al. [13]. The
general form of the cubic expansion of the Reynolds-
stresses tensor as presented by Craft et al. [14] is:

uiuj = 2
3kδij − νtSij + c1 νtkε̃

(
SikSjk − 1

3SklSklδij
)

+c2 νtkε̃ (ΩikSjk + ΩjkSik)
+c3 νtkε̃

(
ΩikΩjk − 1

3 ΩklΩklδij
)

+c4 νtk
2

ε̃2 (SklΩlj + SkjΩli)Skl
+c5 νtk

2

ε̃2

(
ΩilΩlmSmj + SilΩlmΩmj − 2

3SlmΩmnΩmlδij
)

+c6 νtk
2

ε̃2 SijSklSkl + c7 νtk
2

ε̃2 SijΩklΩkl
(9)

The basic idea in the proposed combined model is to
adopt this non-linear formulation in the computation of
the turbulence production term: Pk,s = − uiuj |s ∂Ui∂xj .
This term, replaces the PT term in equation (2). Cor-
respondingly, the "small-scale" Reynolds-stresses needed
for the above turbulent production term are computed
by equation (9) and by using now, the small-scale eddy-
viscosity νT,s, the small-scale turbulence kinetic energy
kT,s and a new quantity named as "small-scale turbu-
lence dissipation rate" defined by:

ε̃s = k3/2
T,s/λeff (10)

where λeff is a characteristic turbulence length scale de-
fined by Walters and Leylek [10].

The final proposed non-linear expression of the
Reynolds-stress tensor, needed for the calculation of the
momentum transport equations is given by:

uiuj|TOT = uiuj |T + 2
3
kLδij (11)
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where the turbulent part of the total Reynolds-stresses
is calculated using the total eddy-viscosity, the turbulent
kinetic energy and the so called "isotropic" dissipation
rate ε̃:

ε̃ = ε− 2ν

(
∂
√
k

∂xi

)2

(12)

The modeling approach is closed with the use of
the appropriately adapted transport equation of the
"isotropic" dissipation. This equation is based on the
original equation of Craft et al. [14] and includes all the
terms proposed by Walters and Leylek [10]:

Dε̃
Dt = Cε1 ε̃kT Pk,ε + C′ε1 ε̃kT RNAT+

+CεR ε̃√
kT kL

− Cε2R ε̃2

kT
+

+ ∂
∂xj

[(
ν + αT,s

σε

)
∂ε̃
∂xj

+ E + Yc
]

(13)

where, E is a term added to achieve a correct behavior
of k near the wall and Yc is the Yap correction. Details
of the model and the definition of the coefficients and
parameters can be found in the work of Vlahostergios et
al. [13].

3.2 The Reynolds stress model
Craft [11], presented a low-Reynolds number Reynolds-
stress model, which was based on the model of Craft
and Launder [15]. The general transport equation of the
model is given by:

Duiuj
Dt

= Pij + Πij − εij +Dij (14)

where appropriate expressions are given for the mod-
eling of the pressure term, Πij , of the dissipation rate
εij , and of the diffusion Dij . The latter term is split into
three parts:

Dij = ∂

∂xk

[
ν
∂uiuj
∂xk

− uiujuk − p
ρ

(uiδij + ujδik)
]

(15)
The first term into the brackets represents the molecu-

lar diffusion and it does not need any modeling, while the
two other terms, representing the turbulent diffusion due
to the velocity fluctuations and the turbulent diffusion
due to the pressure fluctuations need further modeling.
In the literature, various expressions have been presented
so far for these two terms. Especially for the turbulent
diffusion due to the velocity fluctuations, Craft [11], pre-
sented a new modeling approach based on the solution of
a system of equations for the triple correlation transport
equations:

Duiujuk
Dt

= P 1
ijk + P 2

ijk + ϕijk + dijk − εijk (16)

As Craft [11] indicates, this approach is closer to the
physics of turbulence but it is more complicated and in-
troduces additional programming effort for a turbulent
flow modeling problem. For this reason, we decided to
proceed with the use of the GGDH-generalized diffusion
hypothesis of Daly and Harlow [16], where the triple cor-
relation term in the turbulent diffusion due to the veloc-
ity fluctuations is given by:

Dtij = ∂

∂xk
(−uiujuk) = ∂

∂xk

(
Cs
k

ε
ukul
∂uiuj
∂xk

)
(17)

Details of the model can be found in the work of Craft
[11].

4 Results and discussion

The T3L flows have been modeled using an in-house aca-
demic flow solver developed from our group. Details for
the solver can be found in Vlahostergios et al. [8]. The
flow domain has been modeled using an O-type grid hav-
ing 96,000 computational cells. Fig. 2 shows a part of the
grid used for the modeling of the computational domain,
at the inlet region.

Figure 2: Detail of the grid at the inlet section. The
symmetry condition is applied on the stagnation point
line.

Grid dependency studies have been carried-out in or-
der to investigate whether there are any grid dependen-
cies. The results showed that the final chosen grid pro-
vided grid independent results. Special care has been
taken also in order to have the correct inlet boundary
conditions for the turbulence intensity. Based on our ex-
perience, Vlahostergios et al. [8], it has been found that
incorrect values for the inlet turbulence intensity could
lead to different recirculation zones, thus, to different
transition lengths. Figure 3. shows the different separa-
tion lengths predicted using the RSM, for the T3L4 test
cases, when inappropriate turbulence intensity values are
used as inlet boundary conditions.

Figure 3: T3L4 test case: choice of different values for
the inlet length scale and their effect in the prediction of
the recirculation length.

ERCOFTAC Bulletin 80 31



Figure 4: T3L1: velocity and u-rms distributions. Plain
line: RSM model, dotted line: k-kL-ε non-linear model.

Figure 5: T3L2: velocity and u-rms distributions. Lines
as in fig. 4.

Figure 6: T3L3: velocity and u-rms distributions. Lines
as in fig. 4.

Figure 7: T3L6: velocity and u-rms distributions. Lines
as in fig. 4.
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Figure 8: T3L6: velocity and u-rms distributions. Lines
as in fig. 4.

Depending on the adopted turbulence model, appro-
priate values were used for the turbulence length scale,
when the eddy-viscosity model was used, and for the nor-
mal Reynolds-stresses at the inlet, when the RSM was
used, assuming always that the turbulence in this domain
was isotropic. The check was based on the computed tur-
bulence decay in the freestream flow and in comparison
with the experimental measurements.

The convergence criterion has been chosen to be equal
to 10−5 for the normalized values of the solved flow and
turbulence variables. It should be noticed here that the
iterations needed to obtain convergence with the RSM
were much more than the ones needed when the pro-
posed eddy-viscosity model was adopted (typical values
for the RSM were about 10,000 iterations, while for the
eddy-viscosity model about 2000 iterations were enough
to obtain convergence). It has been also found that addi-
tional stability measures should be taken, when the RSM
was used, in order to diminish any situation that could
lead to divergence.

Figures 4 to 8 show the comparisons between the two
models in reference with the experimental data, for both
the velocity and u-rms distributions inside the boundary
layer. The T3L5 test case is not shown here, since con-
vergence could not be achieved when the RSM was used.
For all the test cases, the selected stations refer to the
region where the boundary layer is separated and to the
region far downstream, where it is fully turbulent.

As a first observation, it is clear that both models
are able to provide good results for the velocity and
u − rms distributions inside the boundary layer. When
the boundary layer is separated, the Reynolds-stress
model behaves in a better manner, since it is able to cap-
ture the peak values of the u− rms. Here the proposed
combined model is not able to predict the maximum val-

ues of the u − rms. On the other hand, the proposed
eddy-viscosity model, is able to provide excellent predic-
tions for the velocity distributions in the region located
far downstream from the reattachment point, where the
boundary layer is turbulent. The RSM predicts velocity
profiles, with a distribution, which cannot be character-
ized as fully turbulent. This behavior can be related with
its lower predicted values of the u − rms, compared to
the experimental data.

Figure 9: Shape factor distribution in the streamwise di-
rection. Lines as in fig. 4.

The capability of the models to predict the transition
length can be shown also, in the shape factor distribu-
tion in the streamwise direction, fig. 9. Here again, it
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is clearly shown that the RSM provides better results
for the transition length but it is not able to capture
the fully turbulent flow regime, as measured in the ex-
periments, since for all the test cases, in the far down-
stream region after the reattachment point, the values of
the shape factor are larger than the measured ones. On
the other hand, the capability of the proposed combined
model, to provide excellent velocity distributions in the
fully turbulent flow regime is supported by the shape
factor distribution, which is an excellent agreement with
the experiments, for all the test cases.

5 Conclusions

The modeling of the boundary layer transition from lam-
inar to turbulent is indeed a serious challenge in com-
putational fluid dynamics. So far, various techniques
and approaches have been presented in the literature. In
this contribution, we presented an effort to model the
separation-induced transition using a non-linear eddy-
viscosity model, appropriately adapted to include the
concept of the laminar kinetic energy. The results have
been compared with the ones obtained when a RSM has
been used. For all the test cases modeled, it has been
shown that the RSM can provide excellent results in the
recirculation region for both the velocity and u-rms dis-
tributions but it presents not so good results in the region
where the boundary layer is fully turbulent. The eddy-
viscosity model does not predict in a good manner the
distributions of the u-rms in the recirculation region, but
it provides excellent results for the velocity distributions
in the fully turbulent flow regime.

The answer to the question which model is better, is
very difficult. The eddy-viscosity model requires less ef-
fort and is more stable but it cannot predict the transi-
tion length, while the RSM is more complex, it requires
additional measures to obtain convergence but it can pre-
dict more accurately the transition length, although it is
not able to capture the fully turbulent flow regime, as
measured in the experiments. It seems that there is a
need for additional investigations, for both models, in
order to solve these problematic behaviors.
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Abstract

The accurate numerical simulation of the flow through
turbomachinery depends on the correct prediction of
boundary-layer transition phenomena. Reynolds stress
turbulence models consider more flow physics and model
the turbulence redistribution close to the wall which
plays an important role within the transition process.
Therefore in this paper the k-ε-ζ-f turbulence model is
applied to turbomachinery flows. The k-ε-ζ-f turbu-
lence model is for stability reasons advanced from the
k-ε-v2-f turbulence model which has already been ap-
plied successfully in a commercial code for automotive
flows.

The k-ε-ζ-f model is validated on the ERCOFTAC
test cases T3A and T3C2. Furthermore, it is also applied
to the steady flow in a T106A turbine cascade with a
compressible code as well as with an incompressible code
based on the artificial compressibility concept. It shows
very promising results.

1 Introduction

In turbomachines and especially in aircraft engines the
Reynolds numbers that determine the evolution of the
boundary layers can be relatively low. So a large part
of the flow along the blade surfaces is often laminar or
transitional. The boundary layer development, losses,
efficiency and heat transfer are greatly affected by the
laminar-to-turbulent transition. Due to the high turbu-
lence levels by-pass transition is the dominant form of
transition in turbomachinery.

The ability to accurately predict the transition pro-
cess is crucial for the design of efficient and reliable
machines. Numerical investigations of transitional flows
showed that Reynolds stress models with low-Reynolds-
number modifications seem to perform better than two-
equation turbulence models (see [1]). Reasons may be
that they account for the near wall anisotropy and par-
ticularly their ability to reproduce the normal-to-the-
wall velocity fluctuations. Another merit is the exact
treatment of the turbulence production and of effects of
streamline curvature (see [2]). Therefore there is hope
that also related Reynolds stress transport models with
considerably less computational efforts are also able to
predict laminar-to-turbulent transition in satisfying ac-
curacy.

Among these models the k-ε-v2-f (V2F) turbulence
model of Durbin [3] is very promising and was investi-
gated for turbomachinery applications by Sanz et al. in
2007 [4]. It showed good results for steady flows, but
proved to be numerically unstable. Therefore in 2004
Hanjalic et al. [5] suggested modifications to the V2F
model in order to improve its numerical stability. Their
k-ε-ζ-f (ZETA-F) model has already been incorporated
in a commercial CFD code for automotive flows (see [6])

and showed very promising results. In order to support
the search for more general transition modelling, in this
work the ZETA-F model is applied to transitional turbo-
machinery flows and compared with measurements and
V2F calculations. Furthermore this work explores the
difference in the solution of the flow around a turbine
blade in case an incompressible or a compressible solver
is used for low Mach number computations.

2 Numerical Method

The computations were performed using the in-house
Navier-Stokes code LINARS, developed at Graz Uni-
versity of Technology (Pecnik et al., 2005 [7]). The
compressible Reynolds/Favre-averaged Navier-Stokes
(RANS) equations are solved in conservative form by
means of a fully-implicit time-marching finite-volume
method on structured curvilinear grids in multiblock
alignment. The inviscid (Euler) fluxes are discretized
with the upwind flux-difference splitting method of Roe
(1981) [8]. In order to achieve a high order of spatial
accuracy a total variation diminishing (TVD) was used.
The viscid flux vector at the cell interfaces is constructed
with a second-order accurate central-differencing scheme
using Green’s theorem. The steady state solution is
obtained by iteratively solving (Newton-Raphson pro-
cedure) the linearized Navier-Stokes equations using a
Line_Gauss-Seidel solver. The main flow equations and
the turbulence equations are solved sequentially.

Time-marching algorithms show bad convergence for
flows at low Mach numbers due to the ill-conditioned set
of equations (stiff equation system) (see [9]). To over-
come this problem the Mach number has been increased
by retaining the Reynolds number for the herein pre-
sented test cases. A second approach to overcome the
ill-conditioned equation system is by artificially changing
the speed of sound by using the artificial compressibility
method (Shin, 2001 [10]). The results obtained for the
turbine blade are shown for both solution approaches to
point out the differences.

3 Turbulence Model

In this work the k-ε-ζ-f turbulence model (ZETA-F)
of Hanjalic et al. (2004) [5] is implemented into the
LINARS code and applied to steady transitional flows.
This model is an advancement of Durbins k-ε-v2-f model
(1995) [3]. Both models have been derived from Reynolds
stress transport models and can be seen as simplified sec-
ond moment closures. The near-wall turbulence damp-
ing is modeled with an elliptic auxiliary equation. The
main difference of these two models is that theV2F
model solves the dimensional value of the normal-to-wall
Reynolds stress component whereas the ZETA-F model
solves a non-dimensional value −v′2/k (interpretable as
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the turbulence anisotropy). LES studies by Yang et
al. (1994) [11] showed that the turbulence fluctuation
in the wall-normal direction v′ plays an important role
within the transition process. This motivates to use the
aforementioned models to use them to simulate tran-
sitional flows without using intermittency functions as
they carry some information about the near wall turbu-
lence anisotropy (see also Lien et al., 1998 [12]).

k-ε-ζ-f (ZETA-F) Model
The turbulent scales k and ε are provided by the stan-
dard k-ε model for the ZETA-F model.

The V2F suffers from stability problems and often
needs many iterations for convergence. To avoid these
difficulties, Hanjalic et al [5] proposed a modified V2F
model by introducing a dimensionless turbulent velocity
scale ratio ζ = v′2/k instead of v′2. The transport equa-
tion for ζ can be directly obtained from the v′2- and k-
equations of the V2F model. The transformation yields
to:

∂ζ
∂t + uj ∂ζ∂xj = ∂

∂xj

((
ν + νT

σζ

)
∂ζ
∂xj

)

+ f − ζkPk + 2
k

(
ν + νT

σζ

)
∂ζ
∂xj

∂k
∂xj

(1)

The last term on the right-hand-side, the "cross diffu-
sion", is significant only in the near-wall region. However,
in order to simplify the equation into a source-sink dif-
fusion form it is neglected and the constants are retuned
for compensation.

The new ζ equation contains the turbulence kinetic
energy production Pk instead of the dissipation ε which
can be easier reproduced correctly. As a second advan-
tage the boundary condition for the relaxation variable
f is fw = −(2vζ)/y2, compared to fw ∼ 1/y4 as in the
original V2F model. fw has the same form as εw and can
be treated together in the numerical procedure. These
modifications enhance the stability in the computational
procedure.

In the ZETA-F model the rapid component of the
pressure-strain term is modelled with the more advanced
quasi linear SSG model of Speziale et al. (1991) [13] in-
stead of the simpler assumption of isotropisation of pro-
duction in the V2F model.

Rearranging the f equation and neglecting some small
terms the final form can be written as:

L2 ∂
2f

∂x2
j

− f = 1
T

(
c1 + C′2

Pk
ε

)(
ζ − 2

3

)
(2)

The eddy viscosity is defined in analogy to the def-
inition in Durbin’s V2F model. The ZETA-F model
is completed by imposing the Kolmogorov time and
length scale as shown below. The following coefficients
are used for the ZETA-F model: Cμ = 0.22, Cε1 =
1.4(1+0.012/ζ)+0.4exp(−0.1ReT), Cε2 = 1.9, c1 = 0.4,
C′2 = 0.65, CL = 0.36, CT = 6, Cη = 85, σk = 1,
σε = 1.3, σζ = 1.2.

νT = CμζkT (3)

T = max
[
min
[
k

ε
,

a√
6Cμ |S| ζ

]
, CT

√
ν

ε

]
(4)

L = CLmax

⎡
⎣min

⎡
⎣k

3/2
ε
,
k
1/2√

6Cμ |S| ζ

⎤
⎦ , Cη

(
ν3

ε

)1/4
⎤
⎦

(5)

The in-house code LINARS solves the k, ε and v′2/ζ
equations implicit in a coupled manner, whereas the el-
liptic equation for f is solved separately for each time
iteration.

4 Results and Discussion

As a first assessment numerical results were compared
with the well-documented ERCOFTAC experimental
data obtained from transitional flows over adiabatic flat
plates with sharp leading edges [14]. These experiments
were chosen to test the ability of the models to predict
by-pass transition under the effects of free-stream turbu-
lence with zero and varying pressure gradient conditions.
The results of this evaluation can be found in Ramadani
et al. [15].

Because the calculations of the flat plate test cases
showed satisfactory results for both models, as a next
validation step the calculation of the steady transitional
flow through the low pressure turbine cascade T106A is
performed. This flow was experimentally investigated at
the Whittle Laboratory from Stieger (2001) [16] for a
low free stream turbulent intensity (FSTI) and Opoka
and Hodson (2008) [17] for a higher FSTI. This flow is
very challenging, because by-pass transition as well as
separated-flow transition can occur on the suction side
depending on the inlet FSTI. Figure 1 shows the blade
geometry and the used computational grid consisting of 5
blocks with an O-block wrapping around the blade. The
O-block contains 320 x 88 grid cells with a maximum
y+
max value below 1 along most of the blade surface.

Figure 1: Computational grid for T106A cascade flow
(O-block with 320 x 88 cells).

The main goal of the experiments was to study the
influence of unsteady inflow conditions on the transi-
tional blade flow. The unsteady inflow is provided by
moving bars, located 70 mm upstream of the cascade
inlet. In this work only the steady flow without bars
is investigated, but further unsteady simulations are en-
visaged. Table 1 gives the main operating conditions
from the experiments used for the numerical investiga-
tions. The inlet Mach number is very low, so that the
flow can be considered as fully incompressible. Figure
2 and Figure 3 show the measured pressure distribution
on blade suction and pressure side for both inlet FSTI.
At a surface position of s/smax = 0.44 the peak suction
occurs. From this point the boundary layer decelerates
under the influence of an adverse pressure gradient. In
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Reout,c Inlet FSTI Chord lax Pitch
Mach [%] length [mm] [mm]
number [mm]

160000 ∼0.02 0.5 & 4.0 198 85.97 158.2

Table 1: Main operating conditions of the T106A cas-
cade.

the case of the lower free-stream turbulence, the suction
surface boundary layer separates at a surface position
of s/smax = 0.63 indicated by the start of a pressure
"plateau". It extends up to a s/smax = 0.83, where the
transition process starts which leads to a recovery of the
surface pressure. At a surface distance of s/smax = 0.9,
the boundary layer is attached again. In the case of the
higher free-stream turbulence, the pressure distribution
on the suction side lacks the pressure plateau between
s/smax = 0.6 and s/smax = 0.8. This suggests that by-
pass transition prevents the formation of a separation
bubble.

Figure 2: Pressure coefficient along the T106A cascade
with 0.5% FSTI.

Figure 3: Pressure coefficient along the T106A cascade
with 4% FSTI.

4.1 Compressible Results
Although the flow is incompressible, the first calcula-
tions were done with the time-marching code without

any preconditioning and thus the outlet Mach number
is set to 0.4, whereas the Reynolds number matches the
experiment. The measurement data does not include the
turbulent mixing length or turbulent dissipation at the
inflow, so that these values are varied at the inlet. This
is done by imposing different turbulence mixing lengths.
For an inlet FSTI a relative turbulence mixing length
(lmix/l) of 0.015 is used, and for the higher FSTI a rel-
ative turbulence mixing length of 0.002 is used.

Figure 4: Skin Friction Coefficient along suction side of
the T106A cascade with 0.5% FSTI.

Figure 5: Skin Friction Coefficient along suction side of
the T106A cascade with 4% FSTI.

Figure 2 shows the measured and computed pressure
distribution for an inlet FSTI of 0.5% and Figure 4 shows
the resulting skin friction distribution along the blade
suction side. The values on the pressure side are in very
good agreement with the experimental data, whereas a
remarkable deviation can be observed along the whole
suction side. The pressure distribution of the V2F model
does not indicate any separation for all different tur-
bulence mixing lengths, which is confirmed by the skin
friction distribution. On the other hand, the ZETA-F
model is able to predict the laminar separation bubble
on the suction side. For lmix/l = 0.015 the separation
onset is predicted at s/smax = 0.75 compared to the
measured value of 0.63, but the length of the separation
zone is very similar (see skin friction distribution). The
results for higher lmix/l were also calculated, but they
predict a slightly further downstream separation onset
and a shorter bubble. Best agreement was found for
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lmix/l = 0.015 and lmix/l = 0.002 for the lower FSTI
respectively for the higher FSTI).

The situation is similar for the case with an inlet
FSTI=4% (see Figure 3 and Figure 5). Both models
give similar results for the pressure distribution besides
the small bulge at about s/smax = 0.8. This bulge is also
predicted by the ZETA-F model, but again too far down-
stream. The measurements indicate that the boundary
layer is close to separation, whereas the skin friction for
ZETA-F shows a small separation bubble. This bubble
is only predicted by lmix/l = 0.002, but not for higher
lmix/l values at the inlet. The skin friction distribu-
tion shows local minima at about s/smax = 0.7. Only
the ZETA-F model shows a small separation zone for
lmix/l = 0.002. The sharp increase at s/smax > 0.8 in-
dicates beginning transitional flow. For the same mixing
length as used in the lower inlet FSTI case (lmix/l =
0.015), no separation is predicted. It is interesting that
the ZETA-F model is more sensible to variations of the
turbulence mixing length than the V2F model.

The better results of the ZETA-F model could be
caused by the improved modelling of the shear stress and
of the production of turbulent kinetic energy (see model
description above).

4.2 Incompressible Results
Finally the T106A turbine cascade is calculated with the
incompressible code version of LINARS using artificial
compressibility (Shin, 2001 [10]). For comparing the in-
compressible calculation with the compressible one, the
mixing length is set equal in both calculations.

For both inlet FSTI the agreement with the measured
pressure distribution is much better, especially for 4%
inlet FSTI (see Figure 6 and Figure 7). The main reason
for this disagreement of the compressible calculation is
the too high Mach number of 0.4 used for the compress-
ible calculation and the thus resulting compressibility ef-
fects.

The V2F model is again not able to predict any separa-
tion. For the 0.5% FSTI case the ZETA-F model predicts
the separation onset closer to the measured location, the
length of the separation zone is slightly too small. The
skin friction distribution (see Figure 8 and Figure 9) is
similar to the compressible calculations, whereas the V2F
model seems to predict a rapid transition to turbulence
closely after the peak pressure location.

Figure 6: Pressure coefficient along the T106A cascade
with 0.5% FSTI.

Figure 7: Pressure coefficient along the T106A cascade
with 4% FSTI.

Figure 8: Skin Friction Coefficient along suction side of
the T106A cascade with 0.5% FSTI.

Figure 9: Skin Friction Coefficient along suction side of
the T106A cascade with 4% FSTI.

For the 4% inlet FSTI case the incompressible cal-
culation does not predict any separation, although the
ZETA-F prediction has a minimum at s/smax = 0.6.
The V2F model predicts transition even more upstream
due to the higher free-stream turbulence.

The comparison of the measured and the computed
shape factor along the blade suction side for an inlet
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FSTI of 0.5% and 4.0% is shown in Figures 10 and 11.
Because of the difficulties in determining the boundary
layer thickness, two methods calculating the boundary
layer thickness are used, the method of Schobeiri et al.
(2009) [18] and a method based on the assumption of
a constant pressure in the boundary layer. Both meth-
ods lead to similar distributions with a peak at the same
location but to different absolute values. According to
Schlichting [19] the peak in the shape factor indicates
the location of the transition onset. So in Figures 10
and 11 the shape factor starts to decrease when the skin
friction increases, indicating laminar-to-turbulent tran-
sition. The computed peak in the shape factor is slightly
more upstream than in the measurements, although the
separation occurs a little bit earlier in the measurements.
This leads to the conclusion that in the measurements
the separation zone remains longer laminar before the
transition occurs than in the calculation, where the sep-
arated flow triggers transition much earlier.

Figure 10: Shape factor along the T106A cascade with
0.5% FSTI.

Figure 11: Shape factor along the T106A cascade with
4% FSTI.

5 Conclusion

In order to improve the reliability of numerical transi-
tion prediction, the ZETA-F model of Hanjalic et al.
(2004) is investigated for turbomachinery flows and com-
pared to the V2F model of Durbin (1995). Both mod-
els are derived from the Reynolds stress model and thus

have good chances to satisfactorily predict laminar-to-
turbulent transition. The ZETA-F model is an advance-
ment of the V2F model with a better numerical stability.
Both models do not need an intermittency function.

The predictions of the steady transitional flow around
the T106A low pressure turbine cascade are compared
with the measurements and the V2F model. The ZETA-
F model is able to predict the separation bubble on the
suction side for 0.5% inlet FSTI, although a little bit too
far downstream. For the 4% inlet FSTI the agreement
with the measurements is excellent, especially for the in-
compressible calculation. The shape factor shows that
the transition takes place much earlier in the separation
zone than in the measurements. In general, the incom-
pressible calculations give better results than the com-
pressible code. In our calculations the ZETA-F model
shows a great potential to predict transitional flows in
turbomachinery applications.

Nomenclature
cf skin friction coefficient

cf = τw/(ρU2/2)
cp pressure coefficient

cp = (pt,in − pw)/(pt,in − pout)
C model parameter
H12 shape Factor
k turbulent kinetic energy
L flat plate length or length scale
p pressure
Pk turbulence production term
Re Reynolds number
S magnitude of strain rate
u, v, U velocity
y wall distance
ε turbulence dissipation rate
ζ velocity scale ratio
ν kinematic viscosity
ρ density

Sub/Superscripts

ax axial
in inlet
out outlet
w wall
+ dimensionless
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1 Introduction

For turbomachinery applications, the laminar-turbulent
transition location is a crucial point in the boundary
layer development. In turbines it significantly changes
the heat transfer distribution which is important in the
blade design. Both in compressors and turbines the
boundary layer are thinner which modifies the skin fric-
tion distribution and the low momentum fluid area lo-
cation. It influences boundary layer separation and the
interaction with other secondary flows as passage vortex
and tip leakage vortex. So blockage, losses and perfor-
mances are affected by transition and may not be cor-
rectly predicted by a fully turbulent simulation. Sev-
eral transition mechanisms can be found in compressor
flow [12] : natural transition [7], by-pass transition [18],
separation-induced transition [16, 6], wake-induced tran-
sition [8, 6] and shock-induced transition [16].

The purpose of this paper is to assess the transition
effects on the flow and performance prediction of a 3
stage axial high pressure compressor. The application of
a transition criterion allows to take the laminar part of
the boundary layer into account. The criterion must be
well-suited for the transition mechanism which occurs in
the test case. This paper discusses the transition effects
on compressor flow predictions and compares results to
experimental data and fully turbulent computations.

2 CREATE research compressor

Experimental facility

The experimental facility is the 3 stage experimental
compressor CREATE (figure 1) located at Acoustic and
Fluid Mechanics Laboratory (LMFA-Lyon). This com-
pressor is representative of median or rear stages of a
modern, highly loaded multi-stage one. The table 1 sums
up its main characteristics. On the CREATE compres-
sor, the number of blades of each rotor and stator is a
multiple of 16. The rotational speed is 11500 rpm and
the design massflow 12.7 kg/s. The three stages allow
to have flow conditions close to the ones in a realistic
compressor.

Experimental data have been obtained through de-
tailed instrumentation of the compressor, using both
pneumatic measurements and laser Doppler anemome-
try techniques at several measurement planes. The mea-
surements are performed in the circumferential direction
at different constant radius locations downstream from
each row. As the spatial periodicity of the compressor
is 22.5 degrees, the azimuth measurements allow aero-
dynamic phenomena interacting over a complete spatial
period to be represented. In order to have traversing

Figure 1: CREATE high pressure compressor and mea-
surement planes (black thick lines).

probes between blade and vane rows, the axial gap was
slightly increased compared to current compressors. A
detailed description of the compressor is provided by
Touyeras et al. [17] and Ottavy et al. [13].

Compressor modelling

Steady computations were run on the 3 stages of the
compressor and carried out using the elsA (Ensemble
Logiciel de Simulation en Aérodynamique) software de-
veloped by ONERA [2]. The elsA code is a versatile CFD
tool allowing a wide choice of turbulence models and nu-
merical schemes. elsA solves the mass-weighted averaged
Navier-Stokes equations on structured meshes with a
cell-centered finite-volume technique. The numerical pa-
rameters have been tested in a former study [10] and the
following were retained: 2nd-order Jameson scheme for
spatial discretization, LUSSOR method with the back-
ward Euler time integration scheme. Multistage effects
are accounted for with the classic mixing plane approach.
The inlet conditions are based upon measurements and
the freestream turbulence intensity is 2%. The turbu-
lence model is the k-l Smith one [15] which develops well
the turbulence after the transition onset. It has a good
numerical behaviour and predicts better the separation
than the k-ε model. Other compressor modelling details
are given by [14, 10].

Disc Blade count
Rotor 1 (R1) 64
Stator 1 (S1) 96
Rotor 2 (R2) 80
Stator 2 (S2) 112
Rotor 3 (R3) 80
Stator 3 (S3) 128

Table 1: Characteristics of CREATE compressor.
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Mesh

The meshes used for this compressor are based upon a
multi-block strategy and were generated using Numeca’s
Autogrid 5 meshing tool using a O4H topology (10.2 mil-
lion points). They are composed of 85 radial grid points
with 25 points in the tip-clearance gap. Meshes with dif-
ferent resolutions were generated in order to assure the
grid independence of the solution and a sufficient mesh
point number in the boundary layer. They were refined
along the blade as well as the hub and the casing. In or-
der to well capture the thinner the boundary layer, the
meshes were again refined around the blade in compar-
ison to a fully turbulent simulation mesh. Grid quality
was checked by looking at the values of y+ on solid walls
which were found to be lower than 0.6.

3 Transition modelling

Transition criterion

Two criteria have been used for the streamwise and the
cross-flow instability modes. For the streamwise one, the
transition criterion is the AHD criterion (Arnal et al. [1])
combined with the Gleyzes criterion (Gleyzes et al. [5]).
The first criterion results from linear stability analysis
of the laminar boundary layer and the second one from
a theoretical and experimental study of separation bub-
bles. This combined criterion is well suited for attached
boundary layer as well as for separation bubbles. If the
shape factor is greater than 2.8, the applied criterion is
the Gleyzes one, otherwise it is the AHD criterion. For
the cross-flow mode of instability the transition criterion
is the C1 criterion. The transition computation strategy
is presented by Cliquet et al. [3].

Turbulence development

The turbulence development is based upon the intermit-
tency concept (equation (1)) where μ, μt and γ are the
molecular viscosity, the eddy viscosity and the intermit-
tency. The factor γ defines the influence of turbulence on
the transition process. This factor takes a value between
0 (laminar flows) and 1 (turbulent flows).

μtotal = μ+ γμt (1)

Cliquet et al. [3] have implemented a simple function of
the following form. The intermittency function reaches
one as soon as Reθ has increased by 15%. Since the
intermittency factor has reached one, the turbulence de-
velopment is performed by the turbulence model.

γ = 1
0.152

[
Reθ −ReθT
ReθT

]2
(2)

4 Results

The Reynolds number based upon the first rotor chord
is about 300 000, the external turbulence level is nearly
0.6% close to the leading edge of the first rotor. In these
conditions a laminar boundary layer exists and the tran-
sition must be taken into account.

Separation-induced transition

The figure 2 shows the skin friction distribution and the
transition onset obtained on the suction side of the first
rotor. The transition onset is depicted by the dotted
line. Along the spanwise direction the transition does

Figure 2: Skin friction distribution on the suction side
of the first rotor. The flow comes from the left. The
transition onset is depicted by the black dotted line.

not take place at the same axial location. It strongly
depends upon the incoming flow properties, notably the
incidence. The suction surface boundary layer is initially
subjected to a favorable pressure gradient followed by a
strong adverse pressure gradient which causes the lami-
nar boundary layer to separate. The laminar separation
is followed by turbulent reattachment. This is consis-
tent with the results of Zaki et al. [18] where the laminar
shear layer detaches and breaks down to turbulence prior
to reattachment. On the pressure side, transition occurs
without separation and the transition onset is closer to
the leading edge. The laminar part is rather important
nearly 30% of the axial chord on the suction side and
20% on the pressure side of the first rotor.

Transition effects on the first rotor flow

Due to the wake of each row, the external turbulence
level grows from 0.6% at the leading edge of the first ro-
tor to 2.5% at the leading edge of the third stator. Thus,
the transition onset is closer and closer to the leading
edge and the transition effects are more intense for the
first rotor.
The wall streamlines on the suction side of the rotor 1
are depicted in the figure 3. The figure 3(a) shows the
wall streamlines for the transition simulation and the fig-
ure 3(b) for the fully turbulent one. The hub corner stall
is clearly visible on the suction side. It is a loss mech-
anism [4] and produces entropy. The transition simula-
tion leads to a separation region which is less spread in
the spanwise direction in comparison to the fully turbu-
lent simulation. Nevertheless, the separation region is
slightly more spread near the hub in the pitchwise direc-
tion due to the low momentum fluid distribution as seen
in the figure 4. The figures 4(a) and 4(b) present the en-
tropy distribution in the measurement plane downstream
of the rotor 1 for the transition and fully turbulent sim-
ulations respectively. The separation area is visible on
these figures. In addition the entropy level is slightly
smaller for the fully turbulent simulation near the hub.
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(a) With transition

(b) Fully turbulent

Figure 3: Wall streamlines on the suction side of the
rotor 1. The flow comes from the left.

According for a laminar region yields thinner turbulent
boundary layer so the separation is delayed and moreover
the skin friction loss is smaller. Thus the losses are less
important with transition as shown by the figure 4 where
the wakes are thinner for the transition computation in
comparison to the fully turbulent one far from the hub.

The main consequence of this hub corner stall area
modification is shown on the figure 5 on which the pitch-
wise averaged total pressure profile is depicted in the
same measurement plane. The total pressure level is
higher for the transition simulation, except near the hub.
The total pressure deficit is due to the corner stall which
is more intense and less spread near the hub for this sim-
ulation. With transition computation, the total pressure
level is closer to experimental data, except near the hub.
The total pressure gap between the computational and
experimental data which is near the hub is due to the
leakage flows [14]. Transition effects on other blade rows
are given by Marty et al.[11].

Compressor performances

The compressor map is shown in figure 6. Near design
point and near surge line the compression ratio obtained
with transition is higher than the fully turbulent one
for the above explained reasons. An important discrep-
ancy appears near the choke line. The transition simula-
tion leads to higher separation on the second and third
stage. This is probably due to the off-design conditions.
The choke massflow is smaller but the gap is less than
the measurement uncertainties (1%). The isentropic ef-
ficiency is better with transition criterion by nearly 1%

even at choke line.

(a) With transition

(b) Fully turbulent

Figure 4: Entropy distribution in the measurement plane
downstream of the first rotor. The abscissa represents
the pitchwise direction and the ordinate the spanwise di-
rection from the hub to the casing.

Figure 5: Circumferentially averaged total pressure dis-
tribution.

5 Conclusion

Laminar-turbulent transition has been studied on a 3
stage axial high pressure compressor, especially in the
first rotor where the transition effects are more pro-
nounced. On the suction side a separation-induced tran-
sition occurs. The transition onset is nearly 15-30% of
the axial chord according to the studied row. There is
no separation bubble on the pressure side.
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(a)

(b)

Figure 6: Compressor performances - Compression ra-
tio vs Mass flow rate (left) and isentropic efficiency vs
compression ratio (right).

The transition process modifies the boundary layer de-
velopment. The boundary layers are thinner. So the sep-
aration is delayed and moreover the skin friction loss is
smaller. The hub corner stall is less spread than the fully
turbulent one. It results in higher total pressure level,
smaller losses and better performances.
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Introduction

Laminar-turbulent transition was for many decades the
most prominent white spot on the map of physical mod-
els in industrial CFD codes. This is surprising, as most
technical flows are in the Reynolds number range of 104-
106, where significant portions of the boundary layers
can be laminar. In order to close this gap, the authors
proposed a new concept for modelling laminar-turbulent
transition in general-purpose CFD codes (e.g. Menter
et al. 2006a). The concept is based on the combina-
tion of transport equation using only local quantities,
with experimental correlations on transition location and
transition length. The concept was termed LCTM - Lo-
cal Correlation-based Transition Modelling. Within this
framework, a LCTM model was developed using two
transport equations. One equation is for the turbulent
intermittency, γ, and the second one for the transition
onset Reynolds number, Reθ. The model was termed
γ-Reθ model and was published in a series of papers
(Menter et al. 2002, Menter et al. 2006a, Menter et
al. (2006b) Langtry et al. (2006)). It is important to
stress, that the model addresses exclusively transition in
wall-boundary layers, which is however the main prob-
lem in technical flows. Free shear layer transition is not
attempted by the formulation.

There are several reasons why transition modelling
has posed and still poses a substantial challenge within
general purpose CFD codes. The first is that transi-
tion occurs through different mechanisms in different
applications. In aerodynamic flows, transition is typi-
cally the result of a flow instability (Tollmien-Schlichting
waves or in the case of highly swept wings cross-flow
instability), where the resulting exponential growth of
two-dimensional waves eventually results in a non-linear
break-down to turbulence. Transition occurring due to
Tollmien-Schlichting waves is often referred to as natural
transition (Schlichting, 1979). In turbomachinery appli-
cations, the main transition mechanism is bypass tran-
sition (Morkovin, 1969) imposed on the boundary layer
by high levels of turbulence in the freestream. The high
freestream turbulence levels are for instance generated
by upstream blade rows. Another important transition
mechanism is separation-induced transition (Malkiel and
Mayle, 1996), where a laminar boundary layer separates
under the influence of a pressure gradient and transition
develops within the separated shear layer (which may or
may not reattach). In addition, a turbulent boundary
layer can re-laminarize under the influence of a strong
favorable pressure gradient (Mayle, 1991). While the im-
portance of transition phenomena for aerodynamic and
heat transfer simulations is widely accepted, it is difficult
to include all of these effects in a single model.

The second complication arises from the fact that con-

ventional Reynolds averaged Navier-Stokes (RANS) pro-
cedures do not lend themselves easily to the description
of transitional flows, where both linear and non-linear ef-
fects are relevant. RANS averaging eliminates the effects
of linear disturbance growth and is therefore difficult to
apply to the transition process. While methods based on
the stability equations such as the en method of Smith &
Gamberoni (1956) and van Ingen (1956) avoid this lim-
itation, they are not compatible with general-purpose
CFD methods as typically applied in complex geome-
tries. The reason is that these methods require a priori
knowledge of the geometry and the grid topology. In ad-
dition, they involve numerous non-local operations (e.g.
tracking the disturbance growth along each streamline)
that are difficult to implement into today’s CFD meth-
ods (Stock & Haase, 2000). This is not to argue against
the stability approaches, as they are an essential part of
the desired "spectrum" of transition models required for
the vastly different application areas and accuracy re-
quirements. However, much like in turbulence modeling,
it is important to develop engineering models that can
be applied in day-to-day operations by design engineers
on complicated 3D geometries.

The main requirements for a fully CFD-compatible
transition model are:

• Allow the calibrated prediction of the onset and the
length of transition
• Allow the inclusion of different transition mecha-

nisms
• Be formulated locally (no search or line-integration

operations)
• Avoid multiple solutions (same solution for initially

laminar or turbulent boundary layer)
• Do not affect the underlying turbulence model in

fully turbulent regimes
• Allow a robust integration down to the wall with

similar convergence as the underlying turbulence
model
• Applicable to three-dimensional boundary layers

Considering the main classes of engineering transition
models (stability analysis, correlation based models, low-
Remodels) it was that none of these methods could meet
all of the above requirements.

The model given in Menter et al. (2006a, 2006b) and
Langtry et al. (2006) has been developed in a joint
project between GE Global Research, ANSYS-CFX and
the University of Kentucky. The model consists of two
components. The first is the generic infrastructure pro-
vided by two transport equations, which link the CFD
code to experimental correlations. The second compo-
nent is the correlations themselves. These correlations
were partly built on internal data and have not been
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published at the time. This has caused effort by exter-
nal groups of re-constructing these correlations (see also
current special issue) so that full formulations are now
available.

Model Formulation

Space limitations do not allow a full representation of the
model formulation. Only the main idea will therefore be
sketched.

Instead of using the momentum thickness Reynolds
number to trigger the onset of transition, the current
model is based on the strain-rate (or vorticity) Reynolds
number, Rev, (Menter et al. 2002):

Rev = ρy
2

μ
S (1)

where y is the distance from the nearest wall, ρ is the
density, μ is the dynamic viscosity and S is the absolute
value of the strain rate. Since the strain-rate Reynolds
number depends only on density, viscosity, wall distance
and the strain-rate (some formulations use the vortic-
ity) it is a local property and can be easily computed
at each grid point in an unstructured, parallel Navier-
Stokes code. A scaled profile of the vorticity Reynolds
number is shown in Figure 1 for a Blasius boundary
layer. The maximum of the profile is proportional to
the momentum thickness Reynolds number , Reθ, and
can therefore be related to the transition correlations
(Menter et al., 2002) as follows:

Reθ =
max(Rev)

2.2 (2)

Based on this observation, a general framework can be
formulated, which can serve as a local environment for
correlation based transition models.

Figure 1: Scaled vorticity Reynolds number (Rev) profile
in a Blasius boundary layer.

The transition model is built on a transport equation
for intermittency, which can be used to trigger transi-
tion locally. In addition, to the transport equation for
the intermittency, a second transport equation is solved
for the transition onset momentum-thickness Reynolds
number. This is required in order to capture the non-
local influence of the turbulence intensity, which changes
due to the decay of the turbulence kinetic energy in the
free-stream, as well as due to changes in the free-stream
velocity outside the boundary layer.

The intermittency function is coupled with the SST
k-ω based turbulence model (Menter, 1994). It is used
to turn on the production term of the turbulent ki-
netic energy downstream of the transition point based

on the relation between transition momentum-thickness
and strain-rate Reynolds number. As the strain-rate
Reynolds number is a local property, the present for-
mulation avoids another very severe shortcoming of the
correlation-based models, namely their limitation to 2D
flows. It therefore allows the simulation of transition in
3D flows. It is beyond the scope of the present overview
to give all equations in detail. They can be found in
Menter et al (2006a). The essential part is an onset func-
tion used to trigger the production of intermittency at
the transition onset location. It is essentially formulated
as:

Fonset = max
(
Rev

2.2 Reθc
− 1, 0

)
(3)

where experimental information enters through Reθc.
As Rev increased with the running length of the Blasius
boundary layer, this function is activated once Rev >
2.2Reθc.This then triggers the transition process in the
equations.

The γ-Reθ model is implemented into both ANSYS
codes (ANSYS Fluent and ANSYS CFX) and is used by
industrial clients now for almost 5 years. The model has
gained popularity in very diverse fields (amongst others)
like:

• Turbomachinery
• Wind turbine design
• Racing cars (spoiler and wings)
• Low to mid range Renumber aerodynamic bodies
• Appendages of yachts for the America cup races

Testcases

Flat Plates
The flat plate testcases that where used to calibrate the
model are the ERCOFTAC T3 series of flat plate ex-
periments (Savill, 1993 and 1996) and the Schubauer
and Klebanof (1955) flat plate experiment, all of which
are commonly used as benchmarks for transition models.
Also included is a test case where the boundary layer ex-
periences a strong favorable pressure gradient that causes
it to re-laminarize (McIlroy and Budwig, 2005).

Figure 2 shows the comparison of the model predic-
tion with experimental data for these cases. It also gives
the corresponding FSTI values. In all simulations, the
inlet turbulence levels were specified to match the exper-
imental turbulence intensity and its decay rate. As the
freestream turbulence increases, the transition location
moves to lower Reynolds numbers.

The T3C test cases consist of a flat plate with a fa-
vorable and adverse pressure gradient imposed by the
opposite converging/diverging wall. The wind tunnel
Reynolds number was varied for the four cases (T3C5,
T3C3, T3C2, T3C4) thus moving the transition location
from the favorable pressure at the beginning of the plate
to the adverse pressure gradient at the end. The cases
are used to demonstrate the transition models ability to
predict transition under the influence of various pres-
sure gradients. Figure 3 details the results for the pres-
sure gradient cases. The effect of the pressure gradient
on the transition length is clearly visible with favorable
pressure gradients increasing the transition length and
adverse pressure gradients reducing it. For the T3C4
case the laminar boundary layer actually separates and
undergoes separation induced transition.
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Figure 2: Results for flat plate test cases with different
freestream turbulence levels (FSTI - Freestream Turbu-
lence Intensity).

Figure 3: Results for flat plate test cases where variation
of the tunnel Reynolds number causes transition to occur
in different pressure gradients (dp/dx).

The re-laminarization test case is shown in Figure 4.
For this case the opposite converging wall imposes a
strong favorable pressure gradient that can re-laminarize
a turbulent boundary layer. In both the experiment and
in the CFD prediction the boundary layer was tripped
near the plate leading edge. In the CFD computation
this was accomplished by injecting a small amount of
turbulent air into the boundary layer. Downstream of
the trip the boundary layer slowly re-laminarizes due to
the strong favorable pressure gradient.

For all of the flat plate test cases the agreement with
the data is generally good, considering the diverse nature
of the physical phenomena computed, ranging from by-
pass transition to natural transition, separation-induced
transition and even re-laminarization.

Pak-B Turbine Blade
Due to space limitations, only one industrial flow will be
shown, namely the Pak-B turbine cascade investigated
experimentally by Huang et al. (2003) for a range of
Reynolds numbers and turbulence intensities. The ex-
periments were performed at the design incidence an-
gle for Reynolds numbers of 50,000, 75,000, and 100,000
based on inlet velocity and axial chord length, with tur-
bulence intensities of 0.08%, 2.35% and 6.0% (which

corresponded to values of 0.08%, 1.6%, and 2.85% at
the leading edge of the blade). The computed pressure
coefficient distributions for various Reynolds numbers
and freestream turbulence intensities compared to ex-
perimental data are shown in Figure 5. On the suction
side, a pressure plateau due to a laminar separation with
turbulent reattachment exists. The fully turbulent com-
putation completely misses this phenomenon because the
boundary layer remains attached over the entire length of
the suction surface. The transition model can predict the
pressure plateau due to the laminar separation and the
subsequent turbulent reattachment location. The pres-
sure side was predicted to be fully attached and lami-
nar. In Figure 5, the comparisons are organized such
that the horizontal axis denotes the Reynolds number
whereas the vertical axis corresponds to the freestream
turbulence intensity of the specific case. The size of the
separation bubble is actually a complex function of the
Reynolds number and the freestream turbulence value.
As the Reynolds number or freestream turbulence de-
crease, the size of the separation and hence the pressure
plateau increases. The computations with the transition
model compare well with the experimental data for all of
the cases considered, illustrating the ability of the model
to capture the effects of Reynolds number and turbulence
intensity variations on the size of a laminar separation
bubble and the subsequent turbulent reattachment.

Figure 4: Predicted skin friction (Cf ) for a flat plate
with a strong acceleration that causes the boundary layer
to relaminarize.

Figure 5: Blade loading for the Pak-B Low-Pressure tur-
bine at various freestream turbulence intensities (FSTI)
and Reynolds numbers (Re).
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Summary

The concept of LCTM - Local Correlation-based Transi-
tion Modelling and its realization in the framework of the
γ-Reθ model has sparked widespread attention and inter-
est both in the academic community and by industrial
users. The model is now widely used in many diverse
fields of applications. In addition numerous correlations
compatible with the basic model formulation have been
developed. It is expected that the LCTM approach will
continue to be an area of intense model development as
its potential is not yet fully exploited. Areas of interest
are:

• Reduction of number of equations from two to one
• Extension of correlations for cross-flow instability

and high speed flows
• Combination with other turbulence models

The authors feel that LCTM offers an attractive
framework for including effects of laminar-turbulent
transition at least to 1st order in complex CFD simu-
lations.
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Abstract

The paper presents validation of γ-Reθ model proposed
by Menter at al (2006), which was extended by in-house
correlations on onset location and transition length. The
tests performed were based on experimental data on the
flat plate test cases where l − t transition, laminar sep-
aration and reattachment were present. The model was
applied both for steady and unsteady calculations. It
was shown that the model was able to reproduce some
essential flow features related to the bypass, separated
and wake-induced transition and the simulations reveal
good agreement with the experimental results.

1 Introduction

The proper prediction of the transition is among the
most challenging and most important problems in the
design process of turbomachinery stages. The location
of the onset and the extension of transition are of major
importance since they determine drag and lift forces as
well as heat fluxes that are crucial for an overall efficiency
and performance of a variety of machinery and devices.
Among the most common examples of the machinery,
where the laminar-turbulent transition is of particular
importance, are the gas and aero-engine compressors and
turbines.

The variety of possible transition mechanisms in tur-
bomachinery flows make it difficult to propose the gen-
eral strategy for numerical simulation. RANS methods
and for unsteady calculations URANS with appropri-
ately modelled transitional boundary layer is the only
presently applicable engineering tools to study the tran-
sitional flows. Transition process, could be described
by intermittency parameter γ, which gives information
about the fraction of time, when the flow is turbulent.
That is why the coupling with intermittency seems to be
the best way to take into account the physical mechanism
of transitional flow and to model transition in proper
way. The general description of intermittency could
be obtained from a dynamic intermittency convection-
diffusion-source equation. The three most known mod-
els, which rely on this approach are models of Suzen
and Huang [1], Lodefier and Dick [2] and Menter at al.
[3]. The advantage of the last approach (γ-Reθt model)
is that the start of the transition is achieved locally
through the use of the vorticity Reynolds number. For
this purpose apart from intermittency equation momen-
tum thickness Reynolds number Reθt transport equation
has been introduced. This transport equation takes a
non-local empirical correlation and transforms it into a
local quantity, which is then compared to the local vor-
ticity Reynolds number to detect transition onset. On
top of this advantage, this model may easily be adapted

for parallel calculations on unstructured grids and that
is why this model was considered as a promising perspec-
tive. Recently, the extension of the Menter’s model has
been proposed by Piotrowski at al [4]. It was done by
development of two in-house correlations on onset loca-
tion and transition length, which are confidential in the
original Menter’s model.

The aim of the paper is to present further modifica-
tions of the previous in-house correlations and show their
applicability for two flat plate cases i.e. the zero gradi-
ent Test Case (T3A) available at ERCOFTAC Data Base
[5] and Lou and Hourmouziadis [6] Test Case (denoted
as LH04), with pressure profile typically encountered on
highly-loaded turbine airfoils. Finally, sample results of
unsteady calculations of turbine blade profile which is
a stator vane of the high-pressure part of the TK-200
steam turbine, investigated at Czestochowa University of
Technology [7]. The experiment was performed on a lin-
ear turbine blade cascade with upstream wake generator
in the form of the wheel equipped with cylindrical bars.
For the analysed test case (N3-60_04) inlet freestream
turbulence levels 0.4% and 4 mm bars were applied.

2 Modelling method description

The detailed description of the mathematical formula-
tion of the γ-Reθ model is given in the paper of Menter
at al [3]. Here, all the transport equations for intermit-
tency and momentum thickness Reynolds number as well
as SST k-ω turbulence model were implemented in the
commercial package Fluent via of User Defined Functions
(UDFs). To limit an excessive level of kinetic energy near
the leading edge a time scale bound according to Medic
and Durbin [8] was applied.

In the γ-Reθt transition model two parameters play
an important role i.e. Fonset, which triggers the in-
termittency production at the beginning of the transi-
tion and the Flength, which controls the length of the
transition zone. The onset parameter Fonset is formu-
lated as a function of critical transition Reynolds number
Reθc and vorticity Reynolds number ReV i.e. Fonset =
f(ReV , Reθc). Reθc determines location where the inter-
mittency starts to increase in the boundary layer, that
occurs upstream of the transition Reynolds number Reθt.
To determine Reθc Menter [3] proposed to tie its value
with R̃eθt which comes from the transport equation of
the momentum thickness Reynolds number Reθt accord-
ing to the relation:

Reθc = FP R̃eθt (1)

where FP is an unknown function. Estimation of this
function together with correlation for Flength parameter
was the first issue of the paper.
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To understand the process it is necessary to remind
that outside the boundary layer, R̃eθt is forced to fol-
low the transition Reynolds number Reθt provided by
the empirical correlation [3]. The transported scalar is
then diffused into the boundary layer by a standard dif-
fusion term. In the wall vicinity R̃eθt changes along the
distance from the leading edge and depends on the local
pressure gradient, i.e. increases in the favourable pres-
sure gradient and decreases in the zone of adverse pres-
sure gradient. The initiation of l-t transition depends
on boundary layer flow features and that is why it was
decided to use R̃eθt values determined at the wall. It is
known that l-t transition in turbomachinery occurs usu-
ally in the zone of adverse pressure gradient i.e. in the
zone behind the maximum value of R̃eθt. Therefore, it
seems reasonable to relate the Fp function with the max-
imum value of R̃eθt determined in the wall vicinity i.e.
R̃eθtmax.

The determination of FP function was done based on
flat plate ERCOFTAC Test Cases denoted as T3A, T3B
(zero pressure gradient flow) and T3C1, T3C2, T3C3,
T3C (varying pressure gradient flow) [4]. Further on the
function was verified with the calculation of N3-60 and
LH04 Test Cases.

Figure 1: Evolution of FP parameter versus R̃eθtmax.

For all analyzed Test Cases the values of R̃eθtmax
and the corresponding values of Fp have been shown in
Fig. 1 together with the approximating line. In order to
obtain a better fit it was decided to split the analyzed
range of R̃eθtmax into two subranges i.e. R̃eθtmax > 550
and R̃eθtmax ≤ 550, where the approximating lines are
given by the following functions:

R̃eθtmax ≤ 550 :
FP = −6.23 · 10−7R̃e

2
θt − 6.12 · 10−4R̃eθt + 0.915

R̃eθtmax > 550 :
FP = −1.48 · 10−4R̃eθt + 0.471 (2)

One may notice that the sensitivity of FP parameter
is elevated for R̃eθtmax ≤ 550 and decreases for higher
momentum thickness Reynolds number. It is apparent
that the above formulas approximate well the flow cases
both for flat plate cases as well as turbine blade that
allows to hope for theirs universal character.

The similar approach has been applied to develop cor-
relation describing the length of the transition i.e. the
Flength function. Because Flength parameter is located

in the production term of intermittency transport equa-
tion if influences not only the length of transition zone
but also the onset location. This feature was demon-
strated during numerical experiment for T3A and T3C1
test cases presented in [4]. It was shown that too small
values of this parameter (e.g. Flength = 0.1) increase the
length of transition zone, but at the same time they in-
troduce the non - physical shift of the onset towards the
trailing edge. That is why the selection of Flength param-
eter should be accompanied by the analysis of correlation
for the onset.

Figure 2: Evolution of Flength parameter versus R̃eθt av.

Flength parameter is also dependent upon the global
properties of the flowfield and in order to account for
this fact it was decided to relate Flength with R̃eθt av
i.e. to the mean value of R̃eθt distribution at the wall.
This idea differs from the assumption adopted in the
previous work [4], where R̃eθtmax was the independent
factor. The R̃eθt av values and the corresponding values
of Flength have been shown in Fig. 2 for all test cases
analyzed and their distribution has been approximated
with the following relations:

R̃eθt av ≤ 237 :
FL = 0.5 (3)

R̃eθt av > 237 :
FL = 9.23 · 10−6R̃e

2
θt av + 2.04 · 10−5R̃eθt av − 0.021

The relation proposed above, together with correla-
tions for the onset supplement the transport equations
for intermittency γ and Reynolds number R̃eθt form the
complete calculation procedure for l− t transition mod-
elling, which is referred to as ITM in the following part
of the paper.

3 Steady flow test cases

For testing the steady flow behaviour of the model, sev-
eral test cases with various inlet and boundary conditions
were considered [4]. In the present investigation it was
decided to select well known zero pressure gradient flat
plate T3A Test Case available at ERCOFTAC Data Base
[5] and Lou and Hourmouziadis Test Case - LH04, with
pressure profile typically for suction side of highly-loaded
turbine airfoil [6].

T3A Test Case was computed with a structural numer-
ical grid containing 150 150 nodes, while for the LH06
case a grid of 150x340 nodes was used. These grids
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Case ∂p
∂x Uin Tuin μt/μ k ω

[m/s] [%] [m2/s2] [s-1]

T3A 0 5.4 3 13.3 0.042 232
LH06 var. 9.0 0.6 11 0.0044 26.5
N3-60-4 var. 8.5 0.4 10.8 0.15 924

Table 1: Inlet conditions.

were selected as a result of grid independence studies,
with particular emphasis placed on accurate near-wall
discretization. In order to capture the laminar and tran-
sitional boundary layers correctly, the grid had to have
a closest to wall y+ value smaller than 1.

Detailed information on the flow conditions for those
test cases is given in Table 1, together with inlet parame-
ters used in the calculations (i.e. inlet velocity, turbulent
intensity). The boundary condition for γ at a wall was
zero normal flux while at the inlet γ was equal to 1. It is
also important to note that the transition onset location
proved very sensitive to the advection scheme used for
the turbulence and transition model equations. For this
reason all equations were solved with a bounded second
order upwind scheme. Mass conservation was enforced
via the SIMPLE pressure-correction algorithm.

Figure 3: Evolution of skin-friction (a) and shape factor
(b) for the T3A Test Case.

Fig. 3 shows distributions of local skin friction coef-
ficient Cf obtained with the use of the proposed model
for T3A. These results were compared with the experi-
mental data and numerical results obtained by Lodefier
& Dick [4] as well as with the results obtained with orig-
inal Menter’s [3] (γ-Reθt) model. One may notice a very
good agreement between numerical and experimental re-
sults both for the transition onset location and for the
extent of the transition region.

The slope of Cf curve (Fig. 3a) in the transition area
is a bit too steep, what results in shorter transition region
in comparison with Lodefier & Dick and γ-Reθt results.
This conclusion is confirmed by the analysis of shape
factor distribution H (Fig. 3b), which in the range (x =
0.1−0.45) attains somewhat higher values in comparison
to the experimental results, that indicates too small value
of the laminar-turbulent transition length.

Fig. 4 shows the calculated and measured pressure co-
efficient Cp and the shape factor H along the plate for
LH06 Test Case. The main flow over the flat plate is
accelerated up to x = 0.3 m and than diffused by the
adverse pressure gradient. Looking on Cp and H dis-
tributions, the separation point is identified at 0.39 m.
It is seen that numerical results for shape factor follows
closely the experimental data up to the maximum value
defining the end of transition at x = 0.45 m. Only in
the recovery region after the reattachment (x = 0.47 m)

the shape factor is slightly overpredicted. A qualitative
comparison of the experimental and computed mean ab-
solute velocity field is given in Fig. 5. One can observe
that simulation reproduced the size of separation region
properly.

It could be concluded, that the formulations for the
transition onset and transition length proposed in the
paper, appear to be sufficiently precise and enable ac-
curate prediction of boundary layer development for flat
plate configurations.

Figure 4: Evolution of pressure coefficient (a) and shape
factor (b) for LH06 Test Case.

Figure 5: Plot of normalized velocity for LH06 Test Case,
experiment (a), simulation (b).

4 Wake induced cascade test cases

Flow unsteadiness strongly affects the time dependent
location of the laminar-turbulent transition region on the
blade surface. The proper description of the unsteady
flow is therefore very demanding for transition modelling.

Further tests of the ITM model described in detail in
[4] were carried out for N3-60 Test Case. The shape
of the profile is embedded on Fig. 6. The preliminary
steady calculations were performed with inlet flow con-
ditions given in Table 1. During unsteady calculations
the self-similar wake profiles, which were defined based
on the experimental data were used and prescribed at
the inlet to the computational domain. The analysis of
the response of the boundary layer to the passing wake
is based on two key parameters i.e. intermittency and
shape factor. Intermittency controls the production of
turbulent kinetic energy in the turbulence model and
the shape factor characterizes the state of the bound-
ary layer i.e. whether it is laminar, transitional, turbu-
lent or separated. Fig. 6 presents the comparison of
numerical results obtained with ITM with experimental
data for suction side of the blade. The data are given
in the conventional time-space diagrams showing how
boundary layer parameters vary with surface distance
on abscissa and with time on the ordinate axis. The
two dashed lines show the location of the wake based
on local boundary edge velocity, where the first one rep-
resents the maximum periodic velocity path, while the
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second indicates the location of periodic velocity pertur-
bation minimum. The additional dotted line indicates
the area of transitional and turbulent wedge induced by
the wake defined based on the ITM results. It should be
noticed that the intermittency γeff for numerical results
was presented using different scaling than for the exper-
iment. The scale from 0 to 2 was used in order to show
the action of γsep on the boundary layer reattachment.

Figure 6: Time-space diagrams of intermittency - left
column and shape factor - right column for N3-60_04.

The start of the transition under the wake was found
to be almost identical with the experimental data. There
are only some differences in the extent of the turbulent
wedge and in the transition in between the wakes. One
can notice that experimental shape factor reveals the
trailing edge separation. ITM model detects the separa-
tion and also activates the separation induced transition,
what is confirmed by the elevated level of intermittency
to value γeff = 2, what is seen as a narrow black strip
in front of turbulent wedge (left-down plot in Fig. 6).

5 Conclusions

The paper presents the results of tests and validations
of γ-Reθ model, which was extended by in-house cor-
relations on onset location and transition length. The
correlations developed were based on ERCOFTAC Data
Base and were further validated using experimental data
of Lou and Hourmouziadis [6] and of turbine blade profile
N3-60_04 [7].

The tests proved that the formula for the transition
onset and transition length proposed in the paper ap-
pear to be sufficiently precise and enable accurate pre-
diction of boundary layer development for steady inflow
conditions. The validation shows also that the model is
able to reproduce the periodical evolution of the bound-
ary layer under the influence of impinging wakes. The
universal character of correlations proposed in the paper
needs further tests and evaluation, however authors be-
lieve that the method proposed may serve as a useful tool
for modeling both steady and unsteady l-t transition on
turbomachinery blading.

Acknowledgements

The research was supported by the Polish State Com-
mittee for Scientific Research BS-01-103-301/2004/P as
well as research grant No. PBZ-MEiN-4/2/2006.

References
[1] Suzen, Y.B., Huang, P.G., 2000. Modeling of flow transition
using an intermittency transport equation. J. Fluids Eng. 122,
273-284.
[2] Lodefier K., Dick E., 2006, Modelling of Unsteady Transition
in Low-Pressure Turbine Blade Flows with Two Dynamic Inter-
mittency Equations, Flow, Turbulence and Combustion, 76(2);
pp.103-132.
[3] Menter F.R., Langtry R.B., Likki S.R., Suzen Y.B., Huang P.G.,
Völker S., 2006, A correlation - based transition model using local
variables P.I - Model formation, ASME, J. of Turbomachinery vol.
128, pp. 413-422.
[4] Piotrowski W., Elsner W., Drobniak S., 2008, Transition Pre-
diction On Turbine Blade Profile With Intermittency Transport
Equation, ASME paper GT2008-50796, ASME TURBO EXPO,
Berlin [5] http://cfd.me.umist.ac.uk/ercoftac/.
[6] Lou W., Hourmouziadis, J., 2000, Separation Bubbles Un-
der Steady and Periodic-Unsteady Main Flow Conditions, Trans.
ASME J. of Turbomachinery, Vol. 122, pp. 634-643.
[7] Zarzycki R., Elsner W., 2005, "The effect of wake parameters
on the transitional boundary layer on turbine blade", IMechE Part
A, J. Power and Energy, vol.219, pp. 471-480.
[8] Medic G. and Durbin P.A., 2002, "Toward improved prediction
of heat transfer on turbine blades", ASME J. of Turbomachinery,
vol. 124, pp. 187-192.

52 ERCOFTAC Bulletin 80



Calibrating the γ-Reθ Transition Model

Paul Malan1, Keerati Suluksna2, Ekachai Juntasaro3

1 CD-adapco, Lebanon, USA.
2 Suranaree University of Technology, Thailand.

3 King Mongkut’s University of Technology North Bangkok,Thailand.

Abstract

The γ−Reθ transition model is the first correlation-based
model designed for unstructured, parallel computational
fluid dynamics (CFD) codes. Two out of the three cor-
relations required to complete the model have not yet
been published by the originators of the model. This pa-
per presents plausible forms for the missing correlation
functions and describes a procedure for calibrating the
model.

1 Introduction

The γ-Reθ model proposed by Menter, Langtry and co-
workers [1-6] is a correlation-based approach to transi-
tion modeling that was designed specifically for unstruc-
tured CFD codes. Two key strengths of the model are:
(1) it largely avoids the use of non-local quantities by
employing two additional transport equations and using
a strain-rate Reynolds number to trigger transition; and:
(2) it is designed to work with the SST k-ω turbulence
model [7-8], which is well-validated and has wide accep-
tance in the aerospace and other industries.

Since two out of the three correlations required for the
γ-Reθ model were not openly published, early adopters
of the model have been forced to develop their own cor-
relations, with varying results [9-14].

This paper summarizes the key findings from our sys-
tematic efforts to synthesize the two missing correlations.
The calibration procedure, described in detail herein,
was used to create a complete version of the γ-Reθ model
[14] that has been demonstrated to replicate many of the
excellent validation results shown in Refs. 1-6.

2 Model Implementation

The γ-Reθ model has been implemented in STAR-
CCM+ [15] a fully unstructured, cell-based finite volume
code developed with a client-server architecture using
object-oriented methods in C++ and Java. A second-
order upwind scheme is used for all transport equations,
including those of the SST k-ω turbulence model and the
γ-Reθ transition model.

Due to space limitations, the full formulation of the
turbulence and transition models, reported in Ref. 14,
has not been repeated herein. It is noted, however, that
the SST k-ω turbulence model is enhanced in several
ways. First, the wall boundary condition for ω is speci-
fied within the wall cell, rather than at the boundary as
suggested by Menter [7], to facilitate the implementation
of wall functions when they are needed. Second, in ac-
cordance with later recommendations [8], the strain rate
tensor modulus is used in the production term rather
than the vorticity as in the original model formulation

[7]. Third, dilatation dissipation in compressible flow is
accounted for using the formulation outlined by Wilcox
[16]. Fourth, the realizability constraint of Durbin [17]
is used rather than the less-restrictive bound on the pro-
duction favored by Menter [7]. Finally, the suggestions
of Spalart and Rumsey [18] are incorporated to option-
ally suppress freestream turbulence decay through source
terms.

To close the γ-Reθ transition model, correlations for
three variables are required: (1) Reθt, the transition on-
set momentum thickness Reynolds number; (2) Reθc, the
critical momentum thickness Reynolds number; and (3)
Flength, a parameter governing the transition length.

The forms and calibration of these correlations are dis-
cussed in the following two sections.

3 Correlation for Reθt
The correlation for Reθt, first presented by Menter et
al. [1] as an update of the correlation of Abu-Ghannam
and Shaw [19], was subsequently revised by Langtry [6].
This formula is as follows for the case of zero pressure
gradient:

Reθt =
{

1173.51− 589.428Tu+ 0.2196
Tu2 ;Tu ≤ 1.3

331.5 [Tu− 0.5658]−0.671 ;Tu > 1.3
(1)

In Eq. (1), Tu is the turbulence intensity computed
from the turbulent kinetic energy, k, and the local veloc-
ity magnitude, U , using the formula

Tu ≡ max(0.027, 100
√

2/3k/U) (2)

The minimum limit of 0.027 on Tu corresponds to
the low-turbulence transition measurements reported by
Wells [20].

All three Reθt correlations are compared in Fig. 1 for
the case of zero pressure gradient. Langtry’s version is
presently adopted since it is the most up-to-date, even
though it does not necessarily exhibit the best fit to the
experimental data cited in Refs. 1 and 6 for Tu < 1%.
Reθt is evaluated in the freestream, and the source

term in the equation for the transported transition on-
set momentum thickness Reynolds number, R̃eθt, is con-
structed such that R̃eθt = Reθt in the freestream. This
requirement implies that the model is semi-local, rather
than local, giving rise to two noteworthy complications
that are not addressed in Refs. 1-6. First, one must de-
fine what the freestream is and where it is located. Sec-
ond, the evaluation of the source term of the transport
equation for R̃eθt requires a mechanism by which the
cells inside the boundary layer can reference the value of
Reθt in the freestream. Our implementation addresses
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the first issue only loosely by allowing the user to specify
the location of the freestream in terms of a user-defined
iso-surface. One simple definition of the iso-value might
be a specified value of the distance from the cell centroid
to the nearest wall. For complex flows, the sensitivity of
the calculations to this choice ought to be tested. The
second issue is addressed by using a KD tree algorithm
to store the location of the mesh faces that most closely
correspond to the freestream definition. The flow vari-
ables of interest are then interpolated from the cell values
straddling the face. To reduce the communication costs
when running in parallel, a policy for updating the KD
tree every n iterations is optionally employed.

Figure 1: Comparison of Reθt correlations.

4 Proposed Forms for Reθc and Flength
Suluksna et al. [12,13] used both physical intuition and
numerical experiments to propose plausible forms for the
Reθc and Flength correlations as functions of the trans-
ported transition momentum thickness Reynolds num-
ber, R̃eθt. First, they reasoned that, in the freestream,
R̃eθt = Reθt by design. Clearly, Reθc ≤ Reθt, since Reθc
is the momentum thickness Reynolds number at which
the intermittency first starts to grow, and Reθt is the
momentum thickness Reynolds number where the skin
friction starts to increase. The simplest possible form is,
therefore, the linear relationship:

Reθc = aR̃eθt + b (3)

where 0 < a ≤ 1.
To obtain a viable form for Flength, Suluksna et al. [12]

devised the following numerical experiment: (1) Assume
that Reθc = Reθc; (2) Use Eq. 1 to provide a value for
Reθt (considered constant for the entire flow) as a func-
tion of the leading edge freestream turbulence intensity;
and (3) Manually adjust Flength (considered constant for
the entire flow) to obtain a reasonable fit to the available
flat plate skin friction data.

From this exercise, an inverse relationship between
Flength and R̃eθt immediately becomes clear. This re-
lationship is logarithmic, with large values of R̃eθt corre-
sponding to very small values of Flength, and vice versa.
A relationship of the form:

Flength = exp
(
A−B R̃eθt

)
+ C (4)

apparently satisfies these criteria.

Tu Reference (Case) Length
scale?

0.1 Blair [29] Yes
0.18 Schubauer & Klebanoff [26] (TSK) No
0.7 Feirereisen & Acharya [27] No
0.94 Roach & Brierley [22,23] (T3AM) Yes
1.1 Kuan & Wang [24] Yes
1.2 Blair [29] Yes
1.25 Abu-Ghannam & Shaw [19] No
1.3 Dhawan & Narasimha [28] No
2.7 Blair [29] Yes
3.4 Roach & Brierley [22,23] (T3A) Yes
6.0 Roach & Brierley [22,23] (T3B) Yes

Table 1: Flat Plate Transition Data.

The challenge remains to calibrate the coefficients of
these proposed correlations using available data. Since
Reθc and Flength are assumed to be functions of R̃eθt
alone, they can be calibrated using flat plate data, leav-
ing pressure gradient effects to be accounted for in the
Reθt correlation.

5 Survey of Flat Plate Transition Data

Clearly the first challenge in finding the coefficients of
the proposed correlations is to obtain suitable reference
data. As Singer [21] points out, "transitional-flow data
have often presented the research community with para-
doxes and apparent inconsistencies. Most of the time,
the problem is not a glaring mistake, but a surprisingly
strong influence by some flow quantity" A decision thus
needs to be made as to which data to include or weight
more in the calibration. Table 1 summarizes available
data, the left-most column indicating leading edge tur-
bulence intensities and the right-most column indicating
the availability of sufficient length-scale data to model
the free-stream turbulence adequately. In the absence of
length-scale data, one has two options: (1) estimate the
leading edge turbulent Reynolds number (the parame-
ter that governs the turbulence decay); or (2) suppress
the decay using source terms, while using a sufficiently
low turbulent Reynolds number to avoid contaminating
the data through artificially elevated levels of turbulent
diffusion.

The most often-referenced (and presumably reliable)
transition data sets are those of Roach and Brierley [22]
in the ERCOFTAC database [23]. Dick [25] prefers the
data set of Kuan and Wang [24] over T3AM for two
reasons: 1) T3AM does not contain data downstream
of transition; and 2) the higher turbulence intensities
characterize it more definitively as bypass transition. On
the other hand, Kuan and Wang’s data do not exhibit
meaningful free-stream decay, so that the specification of
the proper inflow boundary conditions is difficult.

The data of Schubauer and Klebanoff [26] are often
assumed to represent natural transition even though the
experiment appears to contain finite acoustical distur-
bances and freestream length scale information is not
available. Other data sets that do not have compre-
hensive freestream scale information include Feirereisen
and Acharya [27], Dhawan and Narasimha [28] and Abu-
Ghannam and Shaw [19]. Finally, the data of Blair [29]
has potential due to the wide range of turbulence inten-
sities covered, but these data are difficult to digitize from
the printed paper due to the low resolution of the plots.
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Case Uin [m/s] kin [J/kg] ωin [/s]

T3B 9.40 0.8964 573.2
T3A 5.40 0.1386 712.2
T3AM 19.8 0.0780 680.4
TSK 50.1 0.0827 5134

Table 2: Inflow Boundary Conditions.

6 Calibration Procedure

The data sets selected for the present calibration are the
Roach and Brierley [22] cases T3B, T3A and T3AM from
the ERCOFTAC database [23] corresponding to moder-
ately high- to low-turbulence intensity bypass transition,
and the Schubauer and Klebanoff [26] case TSK, using
skin friction data digitized from Langtry [6].

A Cartesian mesh containing 194 streamwise x 250
cross-stream cells was used for the calibration. The near-
wall cell height of 1.5x10−5 m ensured that the wall-
adjacent cell centroid height typically ranged between
0.1 and 0.5 viscous units. The domain of height 0.8 m
extended from 0.15 m upstream of the plate to 2 m down-
stream. This domain size and mesh resolution resulted
from sensitivity studies in which the domain extent, the
wall-adjacent cell height, the cell count and the clus-
tering were varied until mesh-independent results were
achieved for all four cases. The leading edge radius of
the flat plate was not modeled to avoid any possibility of
transition occurring due to laminar-bubble separation.

The fluid density was taken to be 1.2 kg/m3 and vis-
cosity 1.8x10−5 Pas. A specified constant velocity inlet
was used together with a specified constant static pres-
sure at outlet. Slip walls were used on the top boundary
and the lower boundary upstream of the plate. Inflow
boundary conditions are reported in Table 2. For cases
T3AM, T3A and T3B, the inflow turbulence values were
adjusted to obtain a close match to the freestream decay
data. Freestream turbulence decay profiles are not avail-
able for case TSK, so the inflow boundary conditions
were chosen to match the leading edge values quoted
by Langtry [6]. Schubauer and Klebanoff [26] report
an inflow velocity of 24.4 m/s, different to that used by
Langtry. However, this discrepancy affects only the bulk
Reynolds number; it does not change the transition onset
Reynolds number. An alternative approach of disabling
the freestream decay for case TSK was investigated, thus
fixing the freestream turbulence intensity and turbulent
viscosity. This moves the transition onset slightly up-
stream, but whereas it might be considered an equally
valid approach, it was not pursued.

As noted by Menter et al. [5], the Reθc and Flength
functions are strong functions of each other. This inter-
dependence requires tedious iteration to obtain optimal
fits to both curves. The basic approach to tuning the
coefficients is as follows:

1. Assume plausible initial values of the coefficients a
and b for the Reθc curve of Eq. (3) (say a=0.8, b=0)
and specify constant values for Flength based on the
preliminary numerical experiment described above
in Section 4.

2. Run the lower freestream turbulence cases TSK and
T3AM and adjust the specified constant value of
Flength to best match the skin friction data. Ad-
just the coefficients a and b to ensure that the spec-
ified Flength value is smaller for case TSK than

T3AM. The minimum value of Flength (typically
0.3 < Flength < 0.7) is determined by the TSK case,
the specific value being chosen to strike a balance
between too short a transition length and the recov-
ery of the fully turbulent skin friction downstream
of transition.

3. Run cases T3A and T3B, adjusting constant values
of Flength to obtain acceptable agreement with the
experiment data.

4. Perform a regression curve fit for Flength as a func-
tion of R̃eθt for the cases T3A, T3AM and TSK.
To do this, estimate representative values of R̃eθt at
transition for each case. Respective values of 105,
190, 520 and 900 were used for T3B, T3A, T3AM
and TSK in the present work.

5. Use the fitted curve for Flength together with the
assumed linear relation for Reθc and re-run all cases.

6. Iteratively adjust the coefficients of the correlations
to obtain optimal agreement with the experimental
data. The following notes are helpful when tuning
the coefficients:

• Adjusting the coefficients a and b in a man-
ner that increases Reθc will result in an ear-
lier transition onset. (This is apparent from
the model equations, since increasing Reθc
increases Fonset, the parameter that governs
where intermittency first starts to increase in
the boundary layer.)
• For the TSK case, one can assume that C ∼
Flength.
• The proposed function for Flength decreases

monotonically. This fact influences the slope
of the Reθc curve. If the value of a is too large,
transition will occur too late for the T3AM case
even assuming Flength = C.
• Once the Reθc curve has been established, the

coefficients A and B of the Flength curve can be
adjusted to match the T3A and T3AM data.
• The solution is relatively insensitive to the ex-

act value of Flength for the small values R̃eθt,
(i.e., high turbulence intensities) occurring in
the T3B case. Therefore, the curve fit for
Flength can largely proceed independently of
case T3B.

7. As a final step, determine the limiting value of Reθc
that will yield a transition location ofRex=4.9x10−6

for nominal freestream turbulence intensities of
0.027%, in accordance with the data of Wells [20].
A value of Reθc = 950 was obtained in the present
study.

The final calibrated correlations are

Reθc = min[min
(

0.615R̃eθt + 61.5, R̃eθt
)
, 950] (5)

Flength = min
[
exp
(

7.168− 0.01173R̃eθt
)

+ 0.5, 300
]
,

(6)
and are shown in Fig. 2.
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Figure 2: Final correlations for Reθc and Flength.

Using the correlations of Eqs. (1), (5) and (6), the
computed skin friction coefficient results of the TSK,
T3AM, T3A, and T3B simulations are shown in Fig. 3.
The skin friction coefficient results closely match the ex-
perimental data, and are comparable to those presented
by Langtry [6]. The largest discrepancy is the failure
to predict the trough in skin friction coefficient for case
T3B (high freestream turbulence intensity). Langtry at-
tributes this failure to the high values of turbulent viscos-
ity (μt ∼ 100μ) required to obtain the correct freestream
turbulence decay.

Our numerical experiments indicate that even though
Reθc and Flength are assumed to be constant for Tu <
0.027%, the transition onset Reynolds number continues
to increase as Tu is further reduced. This contradicts
the "quiet" transition data of Wells [20], which suggest
that Reθt ought to asymptote to a fixed value near the
limit of vanishing freestream acoustic disturbances. Dick
[25] questions the validity of any RANS-based transition
model in this regime because it cannot be expected to
properly represent the physics of the boundary layer in-
stability. Furthermore, arbitrarily small turbulence in-
tensities can give rise to numerical issues because tur-
bulent kinetic energy is assumed to be positive-definite
in most two-equation turbulence model implementations.
Therefore, Tu = 0.027% seems to be a reasonable lower
bound on the model’s range of applicability.

7 Extension to Non-Zero Pressure Gradi-
ents

The three correlations given by Eqs. (1), (5) and (6)
comprise a complete model calibration for zero-pressure
gradient boundary layers. It might seem that the most
logical way to extend them to non-zero pressure-gradient
situations would be to use the Reθt correlations that have
been sensitized to streamwise acceleration. However, in
Refs. 13 and 14, the predictions of the non-zero pressure-
gradient cases T3C1-T3C5 of Roach & Brierley [22,23]
are shown to be degraded by using these extended cor-
relations. (Another disadvantage of using an extended
correlation for Reθt is that an iterative solution is re-
quired to evaluate it.)

The T3C result seems counter-intuitive and warrants
further investigation. One possible hypothesis is offered
by Suluksna et al. [13] They point out that the Reθt cor-
relations are designed to replace the correlation of Abu-
Ghannam and Shaw [19], and were partly obtained by
a curve fit to Abu-Ghannam and Shaw’s correlation for

adverse pressure gradients. However, the Abu-Ghannam
and Shaw correlation is based on an average of the tur-
bulence intensities at the leading edge and the transition
location, motivated by the desire to incorporate the ef-
fects of flow history. On the other hand, in the current
model, the pressure gradient effects are to some degree
implicitly accounted for by expressing Reθt as a function
of local freestream turbulence intensity. This is because
the pressure gradient itself affects the local turbulence in-
tensity; adverse pressure gradients tend to promote tur-
bulence whereas favorable pressure gradients suppress it.
Therefore, by omitting the streamwise pressure gradient
from the correlation, one avoids an error due to double
accounting.

Figure 3: Skin friction coefficient for zero-pressure-
gradient flat plate.

8 Conclusions

Plausible forms for the two correlations needed to com-
plete the γ-Re transition model have been presented to-
gether with a procedure for calibrating them. This pro-
cedure can be used to tailor the correlations to fit addi-
tional data or to account for the effect of small differences
in the implementation of the turbulence and transition
models that might affect the calibration.

Clearly, the interdependence of the three correlation
functions makes it unlikely that there is a unique cal-
ibration for the candidate data sets. For any suitable
Reθt function, there is apparently a range of Reθc and
Flength functions that can be constructed to best match
the calibration data. Modifying Reθt adds yet one more
degree of freedom. The choices made in the calibration
process might influence characteristics of the model aside
from its predictive capabilities. For instance, Suluksna
et al. [13] suggest that using lower values of Flength im-
proves convergence. Choosing to minimize Flength would
probably result in a polynomial function for Reθc that
is tangential to Reθc ≤ Reθt for small values of R̃eθt
and asymptotically approaches a constant value for large
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R̃eθt. Such fine tuning remains a topic for further inves-
tigation.

The correlation functions presented herein offer suffi-
cient degrees of freedom to match the transition onset lo-
cation and transition lengths for the four candidate data
sets fairly precisely. Accommodating additional data sets
might necessitate a least-squares approach that would
compromise this precision. Consistent with the goals of
this study, however, the present correlations applied to
more complex, two-dimensional flows [14] yield compa-
rable results to those of Langtry [6] for the cases inves-
tigated.
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Introduction

Historically, transition models have been developed more
specifically to predict the effects of heat transfer on a
high pressure gas turbine blade, in order to more effec-
tively manage the longevity of the blade. In the last
decade, attention has been turned to low pressure tur-
bine blades in order to reduce engine weight [Howell,
1999], and more recently, transition models are also used
for transition prediction on compressor blading to reduce
production costs and weight through the use of wake
effects upon the transitional boundary layer to reduce
the blade count [Ottavy et al, 2004]. However, the flow
regime around an axial compressor blade is inherently
different from that of an axial turbine blade. Transition
models do not generally perform as well when employed
for compressor simulations as they do when used in tur-
bines.

Key to producing higher lift blading and reducing
blade count, is the process of wake-induced transition.
Wake impingement and subsequent laminar calmed re-
gions reduce the establishment of a separation bubble
on the suction surface and reduces loss. Suppression of
laminar or transitional separation bubbles on high lift
aerofoils is essential in this exercise.

RANS based transition models are reliant on consid-
erable empiricism as denoted by the fact that they make
use of only a few variables to describe the transition pro-
cess. This fact ensures that most RANS based tran-
sition models work well for only a selected number of
cases. Most importantly, unsteady flow phenomena such
as transition due to wakes, the induced calming effect
behind the wakes, the subsequent suppression of a sepa-
ration bubble and the negative jet effect have yet to be
modelled accurately.

The transition model, (γ-θ model) developed by
Menter et al [Menter et al, 2004] has been somewhat
successful in the prediction of steady state axial turbine
and compressor flows [Menter et al, 2005]. The work de-
scribed here attempts to demonstrate the current capa-
bilities of the ANSYS-CFX commercial code to simulate
the unsteady transitional boundary layer affected by im-
pinging wakes, using the Menter γ-θ transition model.
The 1.5 stage axial compressor rig at the University of
Tasmania will be used as a test case.

Experimental Data

Experimental data from the compressor rig at the Uni-
versity of Tasmania in Hobart, Australia was used to as-
sess the application of the γ-θ model to an unsteady axial
compressor boundary layer. The machine is a 1.5 stage
low speed axial compressor with an rpm≈ 500, tradition-
ally used to understand the unsteady effects on the de-

Figure 1: Cross section of University of Tasmania’s low
speed compressor at mid-span (Reproduced from Hender-
son et al 2006).

Loading φ (Va/Umb) i◦ Rec Tus%

Medium 0.675 1.2 117,000 2.27

Table 1: Experimental conditions for the medium loading
condition used for the analysis.

velopment of the flow on the stator at mid-span [Walker
et al, 1999, Solomon & Walker, 2000, Henderson et al,
2005, Henderson 2006]. The layout is shown in Figure
1. Further details along with the data used for this work
can be found in [Walker et al, 1999].

The data obtained was originally used to understand
the effect of clocking on wake induced transition for three
loading conditions. The experimental data used for com-
parison was for the medium loading, a/S = 0 clocking
case (see Figure 1), where the IGV wake impinges on
the leading edge of the stator blade. The machine oper-
ating conditions at the stator mid-span for the medium
loading condition are shown in Table 1.

A quasi-2D slice at mid-span was used to approximate
the stator geometry. The inlet was on the same plane
at which the hot wire data was acquired. The O-grid
contained 70 nodes with a maximum y+ < 1, and 512
nodes distributed around the blade surface. 170 nodes
were placed in the circumferential direction. The total
size of the grid contained 232,200 nodes.

The experimental hot wire data at 55.7% chord up-
stream of the stator leading edge for the medium loading
case is shown in Figure 2. The shaded-contour chart rep-
resents the time-varying data against rotor pitch. The
data on the left of the figure represents the hot wire
measurements at t∗ for the normalised velocity (u/us),
random disturbance level (Tu) and the total disturbance
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Figure 2: Normalised inflow velocity and turbulence at
55.7% chord axial distance upstream of stator leading
edge. Shaded regions represent normalised velocity. Line
contours represent turbulence intensity (%). Suction and
pressure sides of the rotor and IGV wakes are labelled.

Figure 3: Normalised inflow velocity and turbulence the
domain inlet. Shaded regions represent normalised ve-
locity. Line contours represent turbulence intensity (%).
Turbulence intensity contours are labelled.

level (TuD).
In the simulation, the IGV and rotor wakes were rep-

resented at the inlet by four separate Fourier series in-
puts. One for velocity and one for turbulence intensity,
for both wakes. During the velocity defect in the wakes,
the flow angle varied to create the negative jet effect.

Results

Figure 3 shows all the essential effects of the upstream
wakes are present in the simulations. The IGV velocity
defect is clearly visible as the band of horizontal lighter
shading. The velocity deficit is reduced further when
the IGV and rotor wakes meet. Within it, the maximum
value of turbulence intensity rises to approximately 5.5%.
Similar to experimental results, there is a reduction in
the magnitude of the velocity defect just after the pres-
sure surface side of the IGV wake within the rotor wake.
Fluctuations of higher velocity seen in Figure 2 are ob-
served either side of the rotor wake found at w/S = 0.

The experimental hot film data showing both the in-
termittency and the probability of relaxing flow for the
medium loading case is shown in Figure 4. The probabil-
ity of relaxing flow is a measure of the calming influence
of the passing of turbulent spots in the flow. The fig-
ure shows the effect of the wakes on the development of

Figure 4: Experimental intermittency (shaded) and re-
laxing flow on blade surface for medium loading case.

the boundary layer on both the pressure (PS) and (SS)
suction surfaces. Values of 1 represent a fully developed
turbulent boundary layer and values of 0, a purely lami-
nar boundary layer. On both surfaces, the effects of the
impinging wakes are clearly visible. On the suction sur-
face, the wakes are shown to bring the start of transition
upstream to approximately s∗ = 0.25. The transition
process is complete by approximately s∗ = 0.5. Between
the wakes, the transition region occurs between approx-
imately s∗ = 0.5 and s∗ = 0.75. The calmed region
between the wakes can be seen as the lighter shading
(values between 0.5-0.7) with the relaxing flow contours
overlayed. The pressure surface shows that transition is
only fully completed in the wake path.

A comparison of Figure 4 and Figure 5 finds similar
patterns for the unsteady flow on the suction surface. In
Figure 5, the local skin friction and transitional inter-
mittency are shown. The effect of the wake is to cause
the transition start point to move further upstream, thus
reducing the local skin friction. Within the wake, transi-
tion is complete by approximately s∗ = 0.6. The region
of high skin friction between s∗ = 0.5 & 0.7 indicates that
a turbulent boundary layer is present. Separation occurs
after s∗ = 0.8 where the region of high turbulence meets
the t∗ axis. The regions of a potential separation bubble
are shown by the darker shading s∗ ≈ 0.5. As transition
occurs earlier in the wake path, the flow towards the trail-
ing edge tends to separate further upstream, as shown by
the lighter areas in the suction surface at s∗ > 0.8. Be-
tween the wakes, separation occurs further downstream.
However, the wake affects the boundary layer such that
terminal separation only occurs a significant distance to-
wards the trailing edge in comparison to separation in
the wake path for at least t∗ = 0.2 after the wake has
passed. On the pressure surface, the same pattern as
given by the measurements is not repeated by the CFD.
This was the case for all of the variations of boundary
conditions used in this study. In fact for all boundary
condition variants, in contradiction to the experimental
data, transition is still not complete at the trailing edge.

The stagnation pressure loss was compared with the
profile loss given for a steady state simulation. The stag-
nation pressure loss coefficient (Yp) is given by;

Yp ≈ 2(θss + θps)u2
exit

p cos αexit u2
inlet

(1)

The unsteady pressure loss, Yp = 6.68% as compared
to the steady state pressure loss of Yp = 6.52%, gives
only a 2.3% increase in loss for the unsteady calcula-
tions. This may appear only a small amount at first, but
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Figure 5: Local skin friction (shading) and intermittency
on the blade surface as predicted by the γ-θ model.

this can be explained when considering the point of suc-
tion surface terminal separation between the steady state
case. The steady state suction surface separation point is
approximately s∗ = 0.76, whereas for the unsteady sim-
ulation, the earliest separation occurs is approximately
s∗ = 0.8.

Conclusions

The simulations proved that the γ-θ model and the
ANSYS-CFX code can simulate the main effects of un-
steady wake-induced transition and its subsequent effects
on the boundary layer. The model appeared to give a
good qualitative comparison to the experimental data
for the 2D medium loading cases. A calmed region was
present in the results, which continued to suppress sep-
aration and transition for a period of wake passing. The
use of multiple Fourier series to describe the flow worked
well. However, more detailed information on wake struc-
ture and wake mixing behaviour is required. The neg-
ative jet created by the wake defect is essential in the
prediction of wake-induced transition.

Whilst the γ-θ model gave a good prediction of the
unsteady suction surface boundary layer, the simulations
showed the streamwise position of the transition region
on the pressure surface was poorly predicted. Experi-
mental data shows that transition is complete within the
wake path, and that γ = 0.7 toward the trailing edge be-
tween wakes. The simulations showed transition to not
be complete at any stage on the pressure surface, and
only a small variation in the completion of the transition
region within the wake path. It is thought that this is
due to the model not fully accounting for the effects of
the impinging positive jet process on pressure surface.

From the work carried out, the following improve-
ments are suggested; Freestream length scale is required
as it can significantly alter within the wake, which affects
the rate of transition within the wake-induced path, the
effect of pressure fluctuations within the wake-induced
transition process [Wheeler et al. 2007].

Acknowledgements

The author would like to thank Greg Walker and Alan
Henderson from the University of Tasmania for sup-
plying and allowing the use of the experimental data.
Financial support was kindly provided by Roger Wells
from Siemens Industrial Turbomachinery (Lincoln, UK).
Thanks also to Mark Savill and Joao Teixeira for their
support and guidance during the project.

References
Henderson, A., Walker, G., and Hughes, J. (2005). The influence
of turbulence on wake dispersion and blade row interaction in an
axial compressor. In ASME Turbo Expo 2005: Power for Land,
Sea and Air, Reno-Tahoe, Nevada, USA. ASME. GT2005-68432.
Henderson, A., Walker, G., and Hughes, J. (2006). Unsteady tran-
sition phenomena at a compressor blade leading edge. In Proceed-
ings of GT2006, ASME Turbo Expo 2006: Power for Land, Sea
and Air, GT2006-90641, Barcelona, Spain.
Howell, R. (1999). Wake - Separation Bubble Interactions in Low
Reynolds Number Turbomachinery. PhD thesis, Whittle Labora-
tory, Cambridge University Engineering Department.
Menter, F., Langtry, R., Likki, S, R., Suzen, Y, B., Huang, P, G.,
and Völker, S. (2004a). A correlation-based transition model using
local variables part 1 model formulation. In Proceedings of ASME
Turbo Expo 2004, Power for Land Sea and Air, Vienna, Austria.
GT2004-53452.
Menter, F., Langtry, R., Volker, S., and Huang, P. (2005). Tran-
sition modelling for general purpose codes. In ERCOFTAC In-
ternational Symposium on Engineering Turbulence Modelling and
Measurements - ETMM6.
Ottavy, X., Vilmin, S., Hodson, H., and Gallimore, S. (2004).
The effects of wake-passing unsteadiness over a highly loaded
compressor-like flat plate. ASME Journal of Turbomachinery,
126(1):13-23.
Solomon, W. and Walker, G. (2000). Incidence effects on wake-
induced transition on an axial compressor blade. Journal of
Propulsion and Power, 16(3):397-405.
Walker, G., Hughes, J., and Solomon, W. (1999). Periodic transi-
tion on an axial compressor stator: Incidence and clocking effects:
Part 1 - experimental data. ASME Journal of Turbomachinery,
121:398-407.
Wheeler, A., Miller, R., and Hodson, H. (2007a). The effect of
wake induced structures on compressor boundary-layers. Journal
of Turbomachinery, 129:705-712.

60 ERCOFTAC Bulletin 80



An Intermittency Transport Model for Wake-Induced

Transition

E. Dick1, S. Kubacki2

1 Department of Flow, Heat and Combustion Mechanics, Ghent University, Belgium.
2 Institute of Aeronautics and Applied Mechanics, Warsaw University of Technology, Poland.

1 Introduction

A well accepted approach to describe transition is
based on the concept of intermittency, as introduced by
Narasimha [1]. The intermittency factor is the fraction
of time that the flow is turbulent during the transition
phase. It is zero in laminar flow and unity in fully turbu-
lent flow. In most models, the calculated intermittency
factor is a multiplier factor of the eddy viscosity from
a turbulence model. In some models, the intermittency
factor is described algebraically, often using the formula
by Narasimha or a similar evolution law. Algebraic pre-
scription is simple to apply for steady flows. It becomes
more involved for unsteady flows. It is therefore much
more common to describe intermittency by one or two
transport equations. Examples of intermittency trans-
port models are the models of Suzen and Huang [2],
Vicedo et al. [3] and Menter et al. [4]. Also the model
of Lodefier and Dick [5], improved by Kubacki et al. [6],
that we discuss here, belongs to this class.

2 The intermittency model

The transition model uses an equation for free-stream
intermittency ζ and one for near-wall intermittency γ,
combined with the SST turbulence model. The near-
wall factor γ represents the fraction of time during which
near-wall velocity fluctuations, caused by the transition
process, have a turbulent character. This intermittency
factor tends to zero in the free stream. The free-stream
factor ζ expresses the intermittent behaviour of the tur-
bulent eddies, coming from the free stream, impacting
onto the boundary layer. Near the wall, the eddies are
dampened and the free-stream factor goes to zero. The
free-stream factor is unity in the free stream. The tur-
bulence weighting factor τ is the sum of the two fac-
tors and is the multiplication factor of the turbulent vis-
cosity calculated by the turbulence model. Both inter-
mittency factors are modelled by a convection-diffusion-
source equation.

The reason for splitting the intermittency in two parts
comes from the different time scales of the phenomena.
In earlier work with the turbulence weighting factor by
Steelant and Dick [7] and Lodefier et al. [8], this fac-
tor was described by a single convection-diffusion-source
equation. This works well for steady flows. In un-
steady flows, it becomes necessary to distinguish the im-
pact phenomenon of the turbulence coming from the free
stream on the pretransitional laminar boundary layer
(free-stream factor) and the intermittency caused by the
transition process in the interior of the boundary layer
(near-wall intermittency factor). The propagation of the
free-stream turbulence into the laminar boundary layer
is mainly a diffusion process and is relatively slow. The

breakdown to turbulence of perturbation patterns inside
the boundary layer may be a very rapid dynamic process.
In steady flows, transition typically is rather gradual,
certainly for transition in attached state. Wake-induced
transition, however, typically is an extremely fast pro-
cess.

Cho and Chung [9] investigated the intermittency at
the interface of a turbulent jet and the surrounding lam-
inar free stream. They developed a convection-diffusion
equation to describe the intermittent submission of tur-
bulent eddies coming from the jet disturbing the lam-
inar free stream. Steelant and Dick [7] adapted this
equation to describe the intermittency at the edge of
a laminar boundary layer due to impacting free-stream
turbulent eddies by extending it by a dissipation term.
Steelant and Dick used the equation for conditionally av-
eraged Navier-Stokes equations. The equation was mod-
ified somewhat and recalibrated by Pecnik et al. [10] for
use with globally averaged Navier-Stokes equations. The
final equation adopted by Lodefier and Dick [5] is

∂(ρζ)
∂t + ∂(ρUiζ)

∂xi
= −Eζ + ∂

∂xi

[
(μ+ σζμζ) ∂ζ∂xi

]
,

Eζ = C2μζ
U
U2∞
∂U
∂n
∂ζ
∂n

(1)

The Prandtl number in the diffusion term is σζ = 1.0.
The dissipation term Eζ guarantees a zero normal varia-
tion of the free-stream factor near the wall. In combina-
tion with the wall boundary condition ζ = 0, this leads
to a zero free-stream factor throughout the major part
of the boundary layer. The diffusion coefficient μζ has
been determined to create an inverse Klebanoff profile
for the free-stream factor prior to transition:

μζ = μC1Tu
−0.69 [− ln (1− ζ)]−0.25(1−ζ) (2)

The factors obtained in the calibration by Pecnik et
al. [10] and used here are C1 = 3.5, C2 = 15.

The equation for near-wall intermittency is a
convection-diffusion equation with a source term:

∂ (ργ)
∂t

+ ∂ (ρUiγ)
∂xi

= Pγ + ∂

∂xi

[
(μ+ σγμt)

∂γ

∂xi

]
(3)

Pγ = 2βγ (1− γ)
√
− ln (1− γ)ρUγFs (4)

The Prandtl number in the diffusion term is σγ = 1.0.
The role of the diffusion term is to allow a gradual varia-
tion of γ towards zero in the free stream. The boundary
condition for γ at the wall is a zero normal derivative.
The source term in the equation determines the transi-
tion onset location and the growth of the intermittency
in the transition zone. The ingredients are a starting
function Fs, a growth factor βγ and a velocity scale Uγ .
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Prior to transition, Fs is set to zero. The intermittency
equation (3) then generates γ equal to zero. The source
term (4) was made by Steelant and Dick [11] in such a
way that for steady transition in an attached boundary
layer, the Narashima law for intermittency is reproduced
for Fs = 1, Uγ equal to the local velocity U and βγ re-
lated to the spot growth rate with a correlation by Mayle
[12].

For transition in separated state, the velocity scale Uγ
is set to Ue, the velocity magnitude at the boundary layer
edge. This modification was introduced by Lodefier and
Dick [5], because the local velocity U inside a separation
bubble is very low, so that the production term with local
velocity becomes very small. The modification is essen-
tial for wake-induced transition because wake impact on
a separation bubble causes an almost immediate break-
down of the free shear layer due to Kelvin-Helmholtz in-
stability. This breakdown is a phenomenon at the edge
of the boundary layer, which justifies the use of the edge
velocity as velocity scale. With the modified term and
the spot growth rate obtained from an empirical correla-
tion by Mayle [12] for transition in separated state, the
near-wall intermittency is forced to grow rapidly after
wake impact. This corresponds to reality, as was shown
by Lodefier and Dick [5].

3 Start and growth of transition

Transition in attached state is started with an empirical
criterion by Mayle and Roberts [12] for steady bypass
transition:

Reθ ≥ Reθt = 400 Tu−0.625 (5)

Tu is the turbulence level in percent at the edge of
the boundary layer. Reθ is the Reynolds number based
on momentum thickness θ, and edge velocity Ue. The
starting function Fs in Eq. (4) is set to 1 as long as
this criterion is satisfied. The same criterion is used for
steady and unsteady transition. The argument for doing
this is that the time scales of the unsteady mean flow
are much larger than the time scales of the turbulence so
that, with respect to modelling strategy, transition can
be seen as a quasi-steady phenomenon.

The Abu-Ghannam and Shaw (AGS) correlation [13]
is used together with the Mayle correlation for the
prediction of the transition onset momentum thickness
Reynolds number (Reθt) for attached state transition.
Both correlations are active together, so that the transi-
tion is initiated by whichever of the two criteria is sat-
isfied first. The critical Reynolds number Reθt by the
AGS-correlation is determined as a function of turbu-
lence intensity Tu and the pressure gradient λθ:

Reθt = 163 + exp
(
f − f

6.91
Tu

)
(6)

where

f =
{

6.91 + 12.75λθ + 63.64λ2
θ for λθ < 0

6.91 + 2.48λθ − 12.28λ2
θ for λθ ≥ 0 (7)

The pressure gradient parameter λθ = (θ2/υ) dU/ds
is determined at the edge of the boundary layer, where
dU/ds is the acceleration along the streamwise direction.

The Mayle correlation (5) has been determined from
experiments at free-stream turbulence levels higher than
1%. It is known that this criterion is less reliable for low
free-stream turbulence levels, where it has the tendency

to generate too high values of Reθt. The AGS-correlation
has been determined taking into account experiments at
very low levels of free-stream turbulence. This criterion
is better suited for prediction of Reθt at low free-stream
turbulence, both for natural transition and bypass tran-
sition. For wake-induced transition, typically, the Mayle
criterion is active along the wake centre where turbu-
lence intensities are high, while in between wakes the
Abu-Ghannam and Shaw criterion is active.

A turbulent length scale correction is taken into ac-
count in the transition onset momentum thickness. The
length scale correction proposed by Mayle [12] is used:

Tu = 1.93 Tue 5
√
θ/Lt (8)

where Tue is the turbulence intensity and Lt is the
turbulence length scale (Lt =

√
k/0.09ω) at the edge of

the boundary layer. The effective turbulence level (8) is
implemented in both the Mayle and Abu-Ghannam and
Shaw correlations.

For transition in separated state, other criteria are
used [5, 6]. The criteria for transition in separated state
and in attached state are used together. If one of the
criteria is satisfied, Fs is set to one. So, for transition
in separated state, a typical scenario is that after tran-
sition, the boundary layer reattaches and that then one
of the criteria for attached transition takes over. If no
criteria are satisfied anymore, Fs is set to zero and the
flow is allowed to relaminarize. The production term
in (4) then becomes zero and near-wall intermittency is
convected out.

The procedure requires the definition of the free-steam
turbulence intensity, Tue, and the calculation of the mo-
mentum thickness θ. So, the edge of the boundary layer
has to be defined. This is done by determining the posi-
tion on a normal to the wall where the magnitude of the
rotation has decreased to 1% of its maximum value. For
attached flow transition, the maximum value is at the
wall. In separated flow regions, the maximum may be
at some distance from the wall and there may be several
local maxima. Then, the position is determined where
the magnitude of the rotation has decreased to 1% of
the value at the farthest maximum. The distance of the
edge to the wall is defined as 130% of the distance of
this position. The choice for the 1% criterion and the
30% distance augmentation is somewhat arbitrary, but
the values are not critical [6]. It is essential that the edge
position is far enough from the wall so that it senses a
true free-stream turbulence intensity which is not influ-
enced by turbulence produced in wall vicinity. As an
approximation for a wall normal, a grid line is taken.
When a starting criterion is satisfied, the starting func-
tion is activated on the wall normal from the wall to the
edge of the boundary layer.

The growth parameter βγ in the near-wall intermit-
tency equation is related to the spot growth rate by
βγ =

√
ĝσ Ue/ν, where ĝσ is the nondimensional spot

growth rate [5]. Empirical correlations by Mayle [12] ex-
press the parameters β1 for growth in steady separated
flow and β2 for growth in steady attached flow:

β1 =
√

0.0000228
Re1.4
θt

Ue
ν , β2 =

√
1.5 · 10−11Tu7/4fK

Ue
ν

(9)
with

fK =

{
10−3227K0.5985 for K > 0

(474Tu−2.9)(1−exp(2·106K)) for K < 0
(10)
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where

K = ν

U2
e

dUe
dx

(11)

with Tu the local free-stream turbulence intensity, Ue
the local free-stream velocity, all defined at the boundary
layer edge, K the local acceleration parameter and Reθt
the momentum thickness Reynolds number at transition
onset. Spot growth formulae for steady flow are also used
for wake-induced transition. But, for wake-induced tran-
sition, the growth rate is always taken to be β1, so the
value for separated flow, in the beginning of transition,
even if the transition is in attached state [6]. Remark
that β1 is much higher than β2. Without this modifica-
tion, as in the earlier version of the model [5], the start of
wake-induced transition in attached boundary layer state
has a large delay. The experimental observation is that
transition starts almost immediately after the impact of
the wake. It was found by Kubacki et al. [6] that the
delay can be much reduced by replacing the growth fac-
tor β2 for transition in attached state by the value β1 for
transition in separated state during the beginning of the
transition process. This observation suggests similarity
at the start of transition between wake-induced bypass
transition in attached state and wake-induced transition
in separated state. This similarity was indeed observed
by Wu et al. [14] in DNS simulations of wake-induced
bypass transition on flat plates. They showed that the
impacting wakes cause instantaneously backward jets lo-
cated near the top of the boundary layer. They associ-
ated these backward jets with a Kelvin-Helmholtz type
inflectional instability that interacts with the free-stream
eddies. This observation is a justification to use the
growth rate for transition in separated state β1 in the be-
ginning of wake-induced transition in attached state. To
model the more rapid growth of transition at the start
of bypass transition, the βγ parameter in the produc-
tion term (4) is made dependent on the temporal gra-
dient of the free-stream turbulent kinetic energy. The
switch between fast (β1) and quasi-steady (β2) growth
rates is realized by comparing the time scale based on
the temporal gradient of the turbulent kinetic energy
Tstart = k/(dk/dt) and the time scale determined by
the turbulence model Tturb = k/ε = 1/(β∗ω). The βγ
term reads

βγ =
{
β1 for Tstart < Tturb
β2 for Tstart > Tturb (12)

The time scales Tstart and Tturb are determined at the
boundary layer edge.

The ω-equation of the SST model is unchanged for
transition modelling. The time scale bound by Medic
and Durbin [15] is introduced in the destruction term
to improve behaviour in impact zones. The production
term of the k-equation is slightly changed into

Pk = [τ μt + Fs(1− τ) 0.08μ]S2 (13)

The destruction term of the k-equation is multiplied
with the turbulence weighting factor τ . So, prior to tran-
sition, the turbulence model is active since τ is equal to
ζ. The objective is to generate values of the turbulent
quantities k and ω in the laminar boundary layer prior
to transition that are small but non-zero. These small
values are necessary to let start turbulent quantities at
the beginning of transition. Also, the small molecular
term, which is added to the production term in the k-
equation, helps to let start the turbulent quantities, when
the starting function is activated. The starting values are

obtained in a somewhat different way in the one-equation
model version of Lodefier et al. [8] than in the later two-
equation versions [5, 6]. Also in the one-equation version,
the starting function Fs does not go immediately from
zero to unity at onset of transition. However, the pre-
dictions for steady flow transition in attached state on
flat plates are for the two-equation versions almost the
same as with the one-equation version as shown on figure
5 of Lodefier et al. [8]. In principle, for steady cascade
flows with transition in attached state, all versions of the
model are equivalent.

4 Numerical code

The intermittency transport model is coupled with the
FLUENT Navier-Stokes solver. Via User Defined Trans-
port Equations (UDF) the two turbulence equations and
the two intermittency equations are added to the Fluent
solver. In FLUENT, the governing equations are discre-
tised in space with the cell based finite volume scheme.
The time integration is a second order backward scheme
for convection, integrated with a dual time stepping tech-
nique. Pressure correction is used to satisfy the continu-
ity equation. The method is second order in space and
time.

5 Predictive qualities of the model

We illustrate the performance of the model for wake-
induced transition in attached state in the cascade with
the N3-60 profile, as measured by Zarzycki and Elsner
[16]. The profile N3-60 is the stator vane of the high-
pressure part of a steam turbine. Wakes are generated
by a rotating bar system. The exit velocity is U1 =
30m/s, which gives an exit Reynolds number of 6x105.
The free-stream turbulence intensity Tu is generated by
a grid upstream of the bars. Data are available for Tu =
0.4% and Tu = 3%, for flows without bars and for bar
diameters 4mm and 6 mm. We use here the data for bar
diameter 6 mm with inflow turbulence level Tu = 3%.
Results for wake-induced transition in separated state
with an earlier version of the model can be found in [5].
For separated state transition, the newer version [6] and
the older version [5] should be equivalent. Results for
wake-induced transition for Tu = 0.4% and bar diameter
4 mm are given in [6].

First, the cascade was simulated for steady flow. At
inlet to the computational domain, far from the cascade,
a uniform flow was imposed. In the experiments, the on-
coming flow is in the axial direction, but the inlet angle
had to be set to 5◦ in order to get good comparison with
the experimental time-averaged pressure distribution for
bar diameter 6 mm. The difference in the inlet flow an-
gle is due momentum from the bars and airflow leakage
through the slots located upstream of the blade, where
the moving bars system is mounted. For the unsteady
flow calculations, the computational inlet section is taken
downstream of the bars and the effect of the moving bars
is superimposed on the flow distribution obtained from
the steady calculation. The bar pitch has been increased
to be equal to the blade pitch, but the bar velocity has
been adjusted, so that the frequency of the impacting
wakes is unchanged. Per pitch-wise traverse, 800 time
steps are used. This high accuracy is chosen to guar-
antee accurate simulation of the unsteady movement of
the wake. Self-similar profiles for velocity and turbulent
kinetic energy are imposed at the inlet according to
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U = U∞ − (U∞ − Ucenter) exp
[
− (ln 2)

(
y
y1/2

)2
]
,

k = k∞ + (kcenter − k∞) exp
[
− (ln 2)

(
y
y1/2

)2
]

(14)
In these expressions, y is the distance perpendicular to

the wake with y = 0 the centre of the wake and y1/2 is the
position where the defect of the velocity attains half of its
maximum value. The parameters in the expressions have
been fitted to experimental data for wakes of stationary
bars. The specific dissipation at the inlet is imposed by

ω = ω∞ + C1/4
μ

√
k

lmix
, lmix = 0.18y1/2 (15)

The background dissipation ω∞ has been used to ad-
just the wake evolution to the experimental one for mov-
ing bars.

Figure 1: Pressure coefficient Cp distribution on the N3-
60 profile. Time-averaged values for d = 6 mm and Tu =
3%.

Figure 2: Time traces of fluctuating velocity component
in streamwise direction at 10 mm from the suction sur-
face of the blade at Ss = 0.4 for d = 6mm and Tu = 3%.

Figure 1 shows the comparison of the experimental and
numerical time-averaged pressure coefficient Cp. Figure

2 shows the comparison between computed and mea-
sured profiles of the fluctuating velocity component par-
allel to the blade, u′ =

√
2k/3, at distance 10 mm from

the surface of the blade at relative position Ss = 0.40
on the suction surface, so well upstream of the transition
area. The agreement between simulation and measure-
ments is very good. Figures 1 and 2 demonstrate that
the inflow conditions have been generated accurately [6].

Figure 3: Space-time diagrams of near-wall intermit-
tency. Top: experiment. Bottom: simulation.

Figure 3 shows the space-time distribution of the mea-
sured and computed intermittency. The intermittency is
measured near the wall. The computational intermit-
tency is the value at the wall. The two lines represent
the maximum and minimum perturbation velocity at the
edge of the boundary layer, so show the passing wake.
The experimental data show that transition is initiated
immediately after the wake impact and that the inter-
mittency rapidly grows to unity. The activation position
(Ss ∼ 0.55 and τ/T ∼ 0.3) is correct in the simulation,
but there is a slight delay in the growth of the intermit-
tency at the front part of the transition. The relami-
narization after the wake passage seems to be somewhat
too late. Close to the trailing edge, there seems com-
putationally no relaminarization, in contrast to the ex-
periments. Remark that in the model nothing special is
done to describe the relaminarization after wake passage
and the calming effect associated with it (the enhanced
resistance to transition). These effects should come spon-
taneously from the Navier-Stokes equations. We should
also remark that an experimental intermittency is never
exactly zero or exactly unity. The lowest and highest
values are around 0.1 and 0.9. This should be taken
into account in the comparison between experimental
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and computational results. Another remark is that a nu-
merical intermittency has as objective to bring the flow
through transition or relaminarization and therefore, fol-
lows quite closely the evolution of the shape factor. Fur-
ther, the intermittency has a profile across the boundary
layer. Figure 3 shows only the wall value. So, one has
to be careful in the comparison of physical and numer-
ical intermittency and this comparison should be made
together with the comparison of the shape factor, as we
discuss hereafter.

Figure 4: Time traces of shape factor at (top) Ss = 0.65,
(bottom) Ss = 0.85.

Figure 4 shows experimental data and numerical re-
sults for the shape factor. The drop in shape factor co-
incides with the increase in intermittency. Good agree-
ment is obtained between simulation and experiment un-
der the wake impact. There is some delay in the start of
transition at the first position (Ss = 0.65). The shape
factor level near the trailing edge (Ss = 0.85) is some-
what too high under the wake impact (τ/T = 0.5− 0.9).
An explanation for the delay at the front positions is
that the RANS simulation does not contain the mech-
anism of velocity-pressure fluctuations that acts over a
rather large distance between the impacting wake and
the boundary layer [6]. Numerically, transition is only
activated when the wake makes contact with the bound-
ary layer edge. An explanation for the too low shape
factor at the rear positions is the inability to reproduce
in the 2D RANS simulation the interaction between the
moving wakes generated by the rods and the wakes gen-
erated by the nearest blade [6]. As a consequence, the
computed free-stream turbulence level is somewhat too
low in the rear part of the blade. This reduces the growth
rate βγ , in Eq. (4) under the wake impact, so that the
shape factor does not reach fully turbulent values near

the trailing edge (Fig. 4, bottom). The relaminarization
in between the wakes is correctly predicted in time and
the shape factor level is correct. Remember that relam-
inarization is purely a relaxation effect coming from the
Navier-Stokes equations and that nothing specific is done
in the transition model equations. Overall, the corre-
spondence between calculation and experiment for shape
factor (Fig. 4) is quite good and is much better than for
intermittency (Fig. 3).

Figure 5: Time traces of momentum thickness at (top)
Ss = 0.65, (bottom) Ss = 0.85.

The time traces of the momentum thickness are com-
pared to the experiments in Figure 5. The thickening
of the boundary layer under the beginning of the wake
impact (τ/T ∼ 0.2 and τ/T ∼ 0.3) is simulated some-
what too late and too weak. The explanation might be
the same as for the delay in the shape factor. The sec-
ond peak in the wedge of the turbulent boundary layer
(τ/T ∼ 0.5 and τ/T ∼ 0.7) is well reproduced. The ap-
pearance of two peaks comes from the acceleration fol-
lowed by the deceleration due to the passing wake. The
momentum thickness in between wakes is correctly pre-
dicted.

6 Conclusion

The capabilities of an intermittency transport model
were presented for simulation of the wake-induced tran-
sition in attached state on the suction side of the N3-
60 profile. Clearly, a prerequisite for accurate simula-
tion is the generation of realistic inflow conditions. It
was demonstrated that a fast intermittency growth rate
should be applied in the initial stage of the wake impact
in order to express the Kelvin-Helmholtz type instability
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of the boundary layer. Further, the benefit was demon-
strated of combining the Mayle correlation, suitable for
high free-stream turbulence under the wakes, with the
Abu-Ghannam and Shaw correlation, suitable for low
free-stream turbulence in between wakes, and applying a
length scale correction to both bypass starting criteria.
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Abstract

The laminar kinetic energy (LKE) concept has led to
the recent development of RANS-based turbulence mod-
els intended to reproduce laminar, transitional and tur-
bulent flows without the use of intermittency factors or
empirical correlations. These models can be viewed as
"physics-based" or "phenomenological", and have shown
some promise for practical CFD computations of com-
plex transitional flows. Several authors, including this
one, have proposed different physical mechanisms and
scaling laws for the production, transport, and destruc-
tion of laminar kinetic energy in the pretransitional
boundary layer, as well as for the mechanisms govern-
ing the transition process itself. This paper examines
the physical interpretation of LKE modeling by compar-
ison with the Reynolds stress transport equations, and
poses an argument for a new form of the terms governing
pretransitional and transitional behavior in the models.
A recently documented eddy-viscosity model incorporat-
ing these concepts is presented, and selected results are
shown to highlight the performance of the model.

1 Introduction

Accurate and efficient numerical prediction of boundary
layer transition is a daunting task. Since direct numeri-
cal simulations (DNS) and large-eddy simulations (LES)
of complex flows are still beyond the reach of current
and even next-generation compute systems, a number of
"practical" approaches have been developed and adopted
with some degree of success. With regard to computa-
tional fluid dynamics (CFD), "practical" often refers to
the Reynolds-averaged Navier-Stokes (RANS) approach.
Several RANS methods have been developed, including
eddy-viscosity models that adopt modifications to allow
prediction of transitional flows in addition to fully turbu-
lent ones. These can be loosely classified as correlation-
based models [1-3], physics-based (phenomenological)
models [4-6], or hybrid approaches that incorporate as-
pects of both [7,8]. While none of these approaches has
emerged as clearly superior, all have helped to enhance
the CFD toolkit available to end users.

This paper focuses on the class of physics-based eddy-
viscosity models first introduced by Walters and Leylek
[6], which adopts the laminar kinetic energy concept pro-
posed by Mayle and Schulz [9] to develop modified k−ω
[6] and k−ω [10,11] models capable of predicting transi-
tion with some degree of accuracy, and requiring neither
specialized user inputs nor calculation of non-local pa-
rameters. These models and subsequent modifications
have been shown to perform reasonably well for a num-
ber of different transitional flow test cases [12-15].

Because the pretransitional boundary layer under a
turbulent freestream is known to contain significant ve-

locity fluctuations - Klebanoff modes or "streaky struc-
tures" - the use of laminar kinetic energy is appealing.
However, the dynamics of pretransitional fluctuation de-
velopment is not completely understood, and the mecha-
nisms responsible for breakdown of these fluctuations to
classical turbulence even less so. As such, the details of
the laminar kinetic energy approach vary considerably
among different model forms. For example, the origi-
nal model developed by Mayle and Schulz [9] proposed
that pressure diffusion was responsible for kinetic energy
transfer from the freestream to the boundary layer, while
the model of Walters and Leylek [6] employed a more tra-
ditional mean strain production mechanism. Likewise,
different models have relied upon different scaling argu-
ments to inhibit turbulent production in the pretransi-
tional region and to induce transition initiation. These
arguments have been (and continue to be) based on phe-
nomenological understanding.

The objective of this paper is to examine the transi-
tional boundary layer in terms of the Reynolds transport
equations, and to present a theory for the appropriate
scaling arguments to be used in the model terms gov-
erning laminar kinetic energy growth and breakdown to
turbulence. This theoretical argument has not been pre-
viously documented, but it forms the basis of a recently
published LKE-based eddy-viscosity turbulence model
[15]. Key aspects of that model are discussed and results
are presented for two representative transitional flow test
cases.

2 Reynolds Stress Equations in the Tran-
sitional Boundary Layer

Reynolds averaging of the equations of motion is no less
valid in the pretransitional and transitional regions than
in the fully turbulent region. The exact form of the
Reynolds stress transport equation for incompressible
flow is:

D
Dtuiuj = − (uiukSkj + ujukSki)

+p
(
∂ui
∂xj

+ ∂uj
∂xi

)
− 2ν ∂ui∂xk

∂uj
∂xk

− ∂
∂xk

[
uiujuk + (puiδjk + pujδik) + ν ∂uiuj∂xk

]

(1)

Uppercase denotes mean quantities, lowercase denotes
fluctuating quantities, and the overbar denotes Reynolds
averaging. All terms except convection, production, and
viscous diffusion are unclosed. A number of models ex-
pressing these unclosed terms as functions of the mean
flow and Reynolds stress tensor (and typically a scale-
determining variable) have been developed for and suc-
cessfully applied to fully turbulent flows. Experimental
and numerical studies of the transitional boundary layer
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clearly show that these "fully turbulent" model forms do
not accurately represent the behavior in the pretransi-
tional region. In theory, model forms for these terms
could be developed that accurately describe transitional
behavior.

The role of each term of Eq. (1) in fully turbulent flow
is fairly well understood. Of particular interest are the
production term, − (uiukSkj + ujukSki), which trans-
fers energy from the mean to the fluctuating flow, and
the pressure strain term, p

(
∂ui
∂xj

+ ∂uj
∂xi

)
, which serves to

redistribute energy among the normal Reynolds stress
components and modify the shear stress components.
The effect of the pressure strain term is typically modeled
as a "return to isotropy" in which high energy compo-
nents transfer energy to lower energy components. More-
over, this term is expressed as the sum of a rapid part,
which incorporates interactions between turbulent eddies
and the mean velocity field, and a slow part that incor-
porates inter-eddy interactions.

In fully turbulent flow, the pathway leading to produc-
tion of the Reynolds stress components can be summa-
rized as: 1) transfer of energy from the mean flow to uu
via interaction of uv with the mean strainrate; 2) trans-
fer of energy from uu to vv and ww due to the action of
pressure strain; and 3) generation of uv via interaction
of vv with the mean strainrate.

Large-eddy simulations presented by Voke and Yang
[16] indicate that in the pretransitional region, step 2
does not occur. The effect of shear sheltering apparently
acts to inhibit the normal, "turbulent" effect of the pres-
sure strain term. Their results show evidence of a pos-
itive contribution of the pressure strain term to the uu
component very close to the wall, and this is presumably
a wall reflection effect, which works to suppress rather
than increase the wall-normal component vv. This be-
havior is further evident in more recent DNS and LES
simulations [17-19], all of which show that no peak in
vv or ww occurs within the pretransitional region of the
boundary layer. The Reynolds stress budgets are clearly
dominated by the production and dissipation terms, with
little action by the pressure strain except for near-wall
reflection of the wall-normal fluctuations.

Assuming that the pressure strain terms are negligible
leads to the following set of simplified equations in the
pretransitional region:

D

Dt
uu ≈ uv∂U

∂y
− ε11 + Transport (2)

D

Dt
uv ≈ vv ∂U

∂y
− ε12 + Transport (3)

D

Dt
vv ≈ −ε22 + Transport (4)

D

Dt
ww ≈ −ε33 + Transport (5)

A clear picture begins to emerge of the RANS-
based description of fluctuation growth and transition.
Freestream turbulence enters the boundary layer, either
at the leading edge or through diffusive transport of low
frequency modes farther downstream [19]. It is clearly
only the wall-normal vv component of this entrained tur-
bulence that leads to the growth of Klebanoff modes, and
in fact the dependence of pretransitional energy produc-
tion on wall-normal freestream fluctuations is well estab-
lished [16-24]. Significantly, the wall-normal and span-
wise ww Reynolds stress components do not exhibit ap-
preciable growth in the prestransitional boundary layer.

In classical laminar boundary layer theory, the peak
velocity gradient ∂U∂y varies as Re1/2x . Given relatively
small levels of dissipation, it is expected that the wall-
normal Reynolds stress component vv remains approxi-
mately constant in the streamwise direction. Further as-
suming negligible dissipation and diffusion of the shear
stress uv results in an approximate streamwise growth
rate uv ∼ Re1/2x . Likewise the streamwise Reynolds
stress component, in the absence of significant dissipa-
tion or diffusive transport, will exhibit a growth rate
of uu ∼ Rex. Such an approximately linear stream-
wise growth rate of pretransitional kinetic energy has
been reported in previous experiments and simulations
[cf. 25,26].

Finally, the transition process itself can be viewed as
the "activation" of the pressure strain terms which tend
to return the fluctuations toward isotropy, effectively
leading to a rapid increase in the wall-normal and span-
wise energy components. At the same time, the develop-
ment of energetic three-dimensional fluctuations allows
the development of the well known eddy scale range and
energy cascade process characteristic of high-Re turbu-
lence.

To summarize the above discussion, there seem to be
several key physical mechanisms embodied in the RANS-
based description of Reynolds stress dynamics for the
transitional boundary layer. These include: 1) produc-
tion of one-dimensional streamwise fluctuation energy in
the pretransitional region by entrained freeestream tur-
bulence interacting with the mean strainrate; 2) no gen-
eration of three-dimensional (normal and spanwise) fluc-
tuations in the pretransitional region, due to suppression
of the pressure strain mechanism found in turbulent flow;
3) transition initiation due to an increase in magnitude
of the pressure strain term, which can be viewed as a
transfer of energy from the one-dimensional streamwise
fluctuations to the three-dimensional fluctuations more
indicative of fully turbulent flow.

3 Implications for LKE Modeling

The above picture of the transition process, as viewed
from a RANS standpoint, can inform the development
of transition-sensitive eddy-viscosity models. It is clear
that what is typically referred to as laminar kinetic en-
ergy is simply the streamwise component of the Reynolds
stress tensor, and that its production is due to stress-
strain interactions. Likewise, the corresponding turbu-
lent kinetic energy represents the energy contained in
the three-dimensional fluctuations that have either been
entrained from the freestream or generated through non-
linear interactions downstream of transition. The transi-
tion process itself is simply a transfer of energy from one
to the other via the pressure strain terms. A remaining
question for modeling purposes is "are there appropriate
local dimensionless quantities that can be used to incor-
porate the above physics into eddy-viscosity models in a
relatively simple fashion, and if so what are they?"

DNS simulations [17,19] have shown that the magni-
tude of the streamwise fluctuations in the pretransitional
region is independent of the freestream forcing spectrum,
but dependent on the freestream turbulence intensity.
This is consistent with the view that freestream turbu-
lence is entrained into the boundary layer and interacts
with the mean flow through the production term. It is
proposed here that the suppression of the pressure strain
effect is due to the presence of short molecular diffusion
time scales within the pretransitional region, relative to
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the characteristic time scale of the rapid pressure strain
terms. Potential fluctuations associated with energy re-
distribution are therefore quickly dissipated. The role of
shear sheltering in this scenario is to reduce the effective
wall-normal length scale of the entrained vv stress com-
ponent, reducing the diffusion time scale and stabilizing
the mechanisms responsible for intercomponent energy
transfer.

In the pretransitional region, entrained turbulent fluc-
tuations do not couple strongly with the freestream ve-
locity gradient [19], instead acting as perturbations on
the mean (approximately laminar) velocity profile. Lo-
cally, then, turbulent streamwise fluctuations can be ex-
pected to scale as:

u ∼ lv ∂U
∂y

(6)

where lv is a fluctuation length scale in the wall-normal
direction. Alternatively,

lv ∼ u/Ω ∼
√
kT /Ω (7)

where Ω is the local mean vorticity magnitude. An es-
timate for the molecular diffusion time scale may there-
fore be constructed as:

τd ∼ l2v/ν ∼
kT
νΩ2 (8)

The time scale associated with the rapid pressure
strain mechanisms is taken to be proportional to the in-
verse of the vorticity magnitude:

τr ∼ 1/Ω (9)

The ratio of molecular diffusion to rapid pressure
strain time scales may therefore be expressed as:

τd
τr
∼ kT
νΩ

(10)

For the theory proposed here, Eq. (10) is the relevant
local dimensionless quantity governing shear sheltering
and transition initiation. When the ratio in Eq. (10) is
small, pressure strain is suppressed and one-component
fluctuations (i.e. laminar kinetic energy) are generated.
When the ratio reaches a critical value, the rapid pres-
sure strain term quickly increases in magnitude to gener-
ate three-dimensional turbulent fluctuations, and transi-
tion begins.

4 LKE Based Eddy-Viscosity Model

The three-equation eddy viscosity model presented in
Walters and Cokljat [15] is based on the physical de-
scription of transition presented above. Key aspects of
the model are given here. Readers are referred to [15] for
the full set of model equations.

The model incorporates transport equations for tur-
bulent kinetic energy kT , laminar kinetic energy kL, and
specific dissipation rate ω:

DkT
Dt

= PkT +RBP +RNAT − ωkT −DT

+
∂

∂xj

[(
ν +
αT
σk

)
∂kT
∂xj

]

(11)

DkL
Dt

= PkL −RBP −RNAT −DL + ∂

∂xj

[
ν
∂kL
∂xj

]
(12)

Dω

Dt
= Cω1

ω

kT
+
(
CωR
fW
− 1
)
ω

kT
(RBP +RNAT )−Cω2ω

2

+Cω3fωαT f
2
W

√
kT
y3 + ∂

∂xj

[(
ν + αT
σω

)
∂ω

∂xj

]

(13)

Per the above discussion, the laminar kinetic energy
represents the one-component streamwise fluctuations
that arise in the pretransitional region, while the tur-
bulent kinetic energy represents the three-dimensional
fluctuations indicative of fully turbulent flow. The shear
sheltering effect that inhibits transfer of energy from
streamwise to wall-normal (and spanwise) components
is manifested through a damping function fSS in the
turbulent production term:

PkT = νT,sS2 (14)

νT,s = fνf INTCμ
√
kT,sλeff (15)

kT,s = fSSfWkT (16)

fSS = exp

[
−
(
CSSνΩ
kT

)2
]

(17)

The initiation of bypass transition is included through
the term RBP , which may be viewed as an analog to
the pressure strain term that transfers energy from the
streamwise to the other components of the Reynolds
stress tensor. This term is also a function of the time-
scale ratio expressed in Eq. (10), with transition initiat-
ing at a critical value CBP,crit:

RBP = CRβBPkLω/fW (18)

βBP = 1− exp
(
− φBP
ABP

)
(19)

φBP =MAX
[(
kT
νΩ
− CBP,crit

)
, 0
]

(20)

5 Test Case Results

The eddy-viscosity model presented above has been ap-
plied to a number of test cases and has been shown to
provide reasonably accurate transition prediction, rela-
tive to fully turbulent model forms and to previous incar-
nations of the laminar kinetic energy based model [6,10-
11]. Selected results are presented below. Further details
are available in [15].

Results from the zero pressure gradient T3 test cases
of the ERCOFTAC database [28] are shown in Figures 1-
5. Figures 1-3 show the wall distribution of skin friction
coefficient. The fully laminar and fully turbulent dis-
tributions are shown in the plot for reference purposes.
The new eddy viscosity model [15] shows good agree-
ment with experimental data for all three values of the
freestream turbulence intensity (FSTI), with the tran-
sition location moving upstream as FSTI is increased.
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Figure 4 shows the predicted behavior of boundary
layer mean velocity profiles upstream, during, and down-
stream of transition for the test case with 3% FSTI, at lo-
cations corresponding to Rex = 1x105, 2x105, and 4x105,
respectively. Figure 5 is similar to Figure 4, but shows
profiles of the total fluctuating kinetic energy (kL + kT )
in different regions of the boundary layer. Agreement
between experiments and computations is again quite
good.

A considerably more complex test case is found in the
S809 airfoil, which has been specifically designed for wind
turbines operating under a varying range of freestream
conditions. These include angle of attack, which can
have a significant impact on the boundary layer behav-
ior. Simulations were performed corresponding to exper-
iments with a freestream Mach number of 0.15, Reynolds
number based on chord length of 2x106, and angle of at-
tack varying from 0◦ to 15◦ [29].

Figure 1: Streamwise distribution of skin friction coeffi-
cient for zero pressure boundary layer case T3A- (FSTI
= 0.8%).

Figure 2: Streamwise distribution of skin friction coeffi-
cient for zero pressure boundary layer case T3A (FSTI
= 3%).

Figure 3: Streamwise distribution of skin friction coeffi-
cient for zero pressure boundary layer case T3B (FSTI
= 6%).

Figure 4: Mean velocity profiles in three regions of the
boundary layer, comparison between experimental data
[28] and LKE based eddy-viscosity model.

Figure 5: Boundary layer profiles of total fluctuating ki-
netic energy in three regions of the boundary layer, com-
parison between experimental data [28] and LKE based
eddy-viscosity model.

Figure 6: Transition location as a fraction of airfoil chord
length versus angle of attack, on the pressure surface of
the S809 airfoil.

Figure 7: Transition location as a fraction of airfoil chord
length versus angle of attack, on the suction surface of
the S809 airfoil.

Figures 6 and 7 show the predicted versus measured
transition location on both the pressure and suction sur-
faces, as a function of angle of attack α. On the pres-
sure surface, the transition location moves slowly and
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steadily downstream as α is increased, but remains close
to one-half chord for all α up to 15◦. More interesting
behavior is observed on the suction surface, with transi-
tion initially at approximately one-half chord, but mov-
ing rapidly upstream towards the leading edge over the
range 5◦ < α < 9◦, and remaining there as α continues
to increase. The LKE based model is able to reproduce
this behavior, and overall shows good agreement with
the measured data.

6 Conclusion

The physics of turbulence suppression in the pretransi-
tional boundary layer and subsequent transition to tur-
bulence has been examined from a strictly RANS-based
perspective, with the goal of providing insight for transi-
tional eddy-viscosity model development using the lam-
inar kinetic energy (LKE) concept. It is proposed that
the key feature of the pretransitional region is the inhibi-
tion of the pressure strain terms, which in fully turbulent
boundary layers tend to generate strong wall-normal (as
well as spanwise) fluctuations and sustain the turbulence
production pathway. Likewise, transition itself is viewed
as the "activation" of these pressure strain terms. In
terms of LKE modeling, transition is represented as a
transfer of energy from the single component streamwise
fluctuations (laminar kinetic energy) to strongly three-
dimensional fluctuations (turbulent kinetic energy) by
the pressure strain. A new scaling theory has also been
proposed in which the relevant dimensionless quantity
governing these processes is a time-scale ratio, repre-
sented in the model as kT /νΩ. Results obtained with
a recently documented model incorporating this time-
scale ratio show good agreement with experimental data
for the test cases presented.
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Abstract

The article reports the main elements of an approach
to modelling bypass and separation-provoked transition
by combining a conventional (here, non-linear) eddy-
viscosity model with transition-specific modifications,
which take into account the non-turbulent fluctuations
upstream of the transition region on the transition pro-
cess itself. The performance of the combined model is il-
lustrated by reference to four flows, two attached and two
separated, all subjected to moderate-to-high free-stream
turbulence. Other applications, involving passing wakes,
are reported elsewhere, in some of the reference listed.

1 Introduction

Transition is a feature of virtually all practical flows
around immersed solid bodies. Of these, external aero-
dynamic and turbomachinery flows are exceptional, in so
far as the transition process is usually of major impor-
tance to the primary operational characteristics of the
body – say, a blade, a wing, a fin, or a streamlined fuse-
lage. Transition may be natural or of the bypass type,
and it may occur in the boundary layer or following lam-
inar separation. Correspondingly, the fundamental flow
physics at play vary greatly, and this poses a major chal-
lenge to any modelling approach, especially one that is
rooted in the RANS framework.

The focus of the work reported here is on turboma-
chine blades. Although the blade geometry and flow con-
ditions differ greatly in different parts of a typical engine
– e.g. there are major differences between HP compressor
and LP turbine blades – common characteristics include
a relatively low Reynolds number (based on chord) and
the usually highly turbulent passage flow bordering the
evolving blade-surface boundary layer. In such circum-
stances, a major proportion of the boundary layer is lam-
inar or transitional, and transition tends to be of the by-
pass type. Alternatively, in highly loaded blades, transi-
tion may occur following laminar separation. In the most
complex of circumstances, transition is highly unsteady,
due to passing wakes, involving periodic boundary-layer
transition, separation, post-separation transition, calm-
ing and even relaminarisation.

Over the past few years, DNS or high-resolution LES
have been used with increasing frequency to examine flow
stability, natural boundary-layer transition and transi-
tion following laminar separation. The most challeng-
ing DNS/LES studies, undertaken within the past 3-5
years, have focused on boundary-layer transition on re-
alistic blade geometries and the (sensitive) receptivity of
boundary layers to the spectral properties of freestream
perturbations (Zaki & Durbin, 2005, Liu et al. 2008).
The principal aim of all such simulations has been to pro-
mote insight into the fundamental mechanisms involved

in the transition process. In contrast, the extremely high
cost and complexity of simulations preclude their use for
quantifying the effects of transition in a practical set-
ting. This can currently only be done by use of RANS
methods in combination with transition models.

Although the most advanced, anisotropy-resolving
RANS models for fully turbulent flows are very sophisti-
cated, transition models are, on the whole, rather more
basic, relying on correlations, limiters, ad-hoc corrections
and concepts which are only weakly rooted in rational
physical principles. This applies even to the most elab-
orate models that utilise intermittency-transport equa-
tions. To a large degree, this weakness is due to the
inescapable fact that transition is characterised by a nar-
row spectral range of scales with physical behaviour that
is incompatible with the statistical concepts underpin-
ning RANS. An additional challenge (which is actually
linked to the narrow range of scales) is that transition is
much more sensitive than fully turbulent flows to bound-
ary conditions, especially the spectral characteristics and
perturbations in the approached free stream. This sug-
gests that any serious modelling of transition Ű- unless
purely phenomenological or based on correlations – must
be non-local.

One specific phenomenon that is observed in transi-
tional boundary layers subjected to free-stream turbu-
lence is that transition is preceded by non-turbulent fluc-
tuations that are highly anisotropic, being dominated by
the streamwise component and having an intensity that
can reach r.m.s. values of order 150% of that in the
post-transitional, turbulent state. These fluctuations are
observed in both experiments and simulations. Simula-
tions by Lardeau et al. (2007) have examined the energy
budgets in this regime and suggest that the fluctuations
arise in a layer removed from the wall, develop slowly
by weak shear-strain/shear-stress interactions (in a sta-
tistical sense) and eventually lead to a rapid rise in wall
friction, conventionally taken to signify transition. This
phenomenon can be expected to play an important role
in the transition process, but has not been accounted
for in transition modelling, except in the framework pro-
posed by the present authors. This paper summarises
the current status of efforts designed to account for the
interaction between pre-transitional fluctuations and the
transition process. It focuses specifically on the mod-
elling of bypass transition in laminar boundary layers un-
der the influence of high free-stream turbulence (FST),
and transition in a separation bubble, again for high
FST.

2 Pre-transitional phenomena in bypass
transition

Mechanisms by which free-stream perturbations can in-
duce transition in a laminar, attached, boundary layer
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are now fairly well understood. A recent series of sta-
bility analyses (Liu et al. 2008, Zaki & Durbin 2005,
Brandt et al. 2004) have reproduced the main features
of bypass transition using only a few continuous Orr-
Sommerfeld (OS) modes. Indeed, continuous and dis-
crete OS modes compete against (or complement) each
other in most routes to transition. Once the Klebanoff
modes (elongated streaks) or Tollmien-Schlichting (TS)
waves are amplified, they are receptivity sites for higher
free-stream turbulence frequencies. How any of these
mechanisms can be incorporated into a statistical model
is unclear. A proposal by Johnson & Ercan (1999) in-
volves a frequency dependence within a boundary-layer-
integral model.

One of the main findings of previous studies is
that the streaks (Klebanoff modes) are associated with
streamwise-velocity perturbations only, implying a van-
ishing shear stress 〈uv〉 in the pre-transitional region.
In contrast, Lardeau et al. (2007) have found that the
shear stress is not zero, well before the wall shear stress
rises abruptly, thus leading to a slow build-up of (quasi-
)turbulence activity and eventually transition. In classi-
cal turbulence models, the onset of transition is entirely
reliant on a high rate of production 〈uv〉∂U

∂y , and this
is conditional on an elevation of the shear stress, with-
out which the boundary layer remains laminar. Hence,
any physically credible approach to modelling transition
must include a model component that accounts for the
effects of pre-transitional fluctuations on the production-
induced turbulence amplification.

Mayle & Schulz (1997) derived a transport equation
for the so-called laminar fluctuation energy, based on
the assumption that the only term which could overcome
the dissipation in the transitional region is by amplifica-
tion associated with pressure fluctuations. However, the
budgets presented by Lardeau et al (2004) contradict this
concept, showing that the pressure-velocity correlation is
insignificant. Thus, while Mayle & Schulz’s model of the
generation term procures the requisite build-up of fluc-
tuation energy, the underlying concept does not appear
to be correct.

3 Laminar separation

On highly-loaded LP turbine blades of modern engines,
the Reynolds number is very low, and the pressure gradi-
ent is strong enough to induce separation in the laminar
region. The separated shear layer then usually becomes
turbulent and reattaches quickly, usually upstream of the
trailing edge. The separation bubble formed as a conse-
quence alters the effective shape of the blade, thus de-
grading the bladeŠs performance and increasing losses.
The process by which a separated shear layer undergoes
transition to turbulence is very different from that of a
boundary layer: the inflection point in the velocity profile
prior to separation renders it unstable to 2D perturba-
tions, and the growth of the perturbations is primarily
dictated by stability constraints. On the other hand,
just as is the case in attached flows, the transition pro-
cess is substantially altered when free-stream turbulence
is introduced (Wissink & Rodi, 2006). Thus, transition
occurs earlier and the bubble length reduces as the FST
intensity increases. The need for a turbulence model
to accommodate both forms of transition clearly con-
stitutes a major challenge, because the response of the
pre-transitional fluctuations to pressure gradient is un-
known.

4 Modelling of laminar kinetic energy

4.1 Basic approach

Mayle & Schulz (1997), and subsequently Lardeau et
al. (2004) and Walters and Leylek (2004), proposed the
use of a transport equation for the energy of the non-
turbulent fluctuations kl. The original derivation of this
equation follows the same route as that used to derive
the turbulence-energy equation. However, the closure
is different. First, based on measurement and simula-
tion, it is found that, in the pre-transitional region, the
streamwise fluctuations strongly dominate over fluctua-
tions in other directions, hence implying a close-to-zero
shear stress, and consequently a very low production of
turbulence energy, Pk. The transport equation for the
laminar fluctuations can then be written, in a general
form, as:

Dkl
Dt

= Pl −∇ ·Tl − εl −R (1)

where Pl is the production term and depends on the type
of transition considered (bypass or separated-induced),
the energy flux Tl is assumed to be purely viscious, i.e.:
Tl = ν∇kl, while the dissipation rate is approximated in
a manner analogous to that for turbulent flows, namely
on dimensional grounds with the turbulence energy and
wall-normal distance as the relevant scales, i.e.: εl =
2νkl/y2, where y is the distance from the wall. The right-
most term R represents the transfer of laminar kinetic
energy to its turbulent counterpart, and this should thus
appear as a source term in the transport equation for k,
with an opposite sign.

4.2 Bypass transition

Mayle & Schulz proposed an approximation of the source
term Pl in Eq. 1, based on the assumption that shear
production is zero. The pre-transitional fluctuations are
then held to be induced by the “work” of pressure forces
through the term 〈u∂p/∂x〉, which is equivalent, sub-
ject to several assumptions, to 〈u∂U/∂t〉, where u are
local fluctuations and U are free-stream fluctuations.
However, as noted already, Lardeau et al. (2007) have
shown, using budgets extracted from large-eddy sim-
ulation of transition in laminar boundary layer, that
pre-transitional fluctuations are associated with classi-
cal turbulence/shear production, although the ratio of
shear stress to fluctuation energy is much lower that the
turbulent-flow value 0.3, and this production occurs in
the upper part of the boundary layer. In other words,
the behaviour is very different to that in a canonical tur-
bulent boundary layer.

Mayle & Schulz proposed the following closure:

Pl = Cω
U2
∞
ν

√
k.k∞ · exp−y

+/C+
(2)

where Cω relates to the effective free-stream frequency
(Jonás et al. 2000) and U∞ and k∞ relates to free-stream
quantities. This closure may equally be regarded as a
specific model of the production 〈uv〈∂U/∂y〉 using the
viscous length scale ν/U∞.

One element in the coupling of Eq. 1 with the tur-
bulence model is the transfer term R. This transfer is
supposed to be proportional to the laminar-fluctuation
energy:

R = C2f2
ε

k
kl (3)

This works well in separation-induced transition (see
section ), but not in bypass transition. Hence, in the

ERCOFTAC Bulletin 80 73



latter transition mode, coupling between kl and k is es-
tablished via the proposal kt = (1−γ)kl+γk (0 < γ < 1)
in the production Pl and in the eddy-viscosity

νt = fμcμ
k(γkt)
ε

(4)

In the above, γ is used to damp the tendency of the
turbulence model to induce premature transition by an
excessive and too rapid a build-up of turbulence produc-
tion. Although γ is essentially viewed here as a limiter,
rather than a physically meaningful quantity, the current
model form makes use of the Şintermittency parame-
terŤ γ, originally introduced by Dhawan and Narasimha
(1958), which is modified here to take into account the
variation of intermittency in the wall-normal direction:

γ = 1− fω(26)
[
−(x− xb)2n̂σ

U∞
ν2

]
(5)

fω is a damping function given by
fω(A) = exp

[−(
√
kly/ν)2/A

]
, xb is the transition

onset which is determined from the correlation (Abu-
Ghannam and Shaw, 1980):

Reθb = (120 + 150Tu−2/3) coth
[
4(0.3−K × 105)

]
(6)

n̂σ relates to the propagation rate of turbulent spots in
laminar boundary layer (Steelant and Dick, 1996):

n̂σ =
[
1.25E−11 × Tu7/4

]
10−3227K0.5985

(7)

with Tu being the local free-stream velocity and
K = (ν/U2∞)(dU∞/dx) being the local acceleration pa-
rameter.

4.3 Separation-induced transition

The physical mechanisms involved in the transition pro-
cess in separated shear layer are very different from those
guiding the above modelling practices. In particular,
the instability mechanism involved are different Ű- K-H
waves rather than streaks associated with viscous pro-
cesses – and the effect of free-stream turbulence is to
enhance the instability mechanism in the shear layer,
rather than completely bypassing them (e.g. Wissink
and Rodi’s (2006) arguments on the influence of free-
stream disturbances on a separated shear layer). The
problem of modelling separation-induced transition is
thus very different from that of modelling bypass tran-
sition: in the later, transition tends to be triggered too
early, due to the imbalance of production vs. dissipa-
tion, while in the former, the presence of an inflexion
point in the velocity profile triggers transition, leading
to instability.

In the model adopted here, the production term in
a free-shear layer is compatible with the turbulent-flow
form:

Pl = 2νlSijSij (8)

with Sij = 1
2

(
∂Ui
∂xj

+ ∂Uj
∂xi

)
. The pre-transitional viscos-

ity νl is defined as a function of a length scale lm and a
time scale ul pertinent to the flow physics,

νl = C1ullm (9)

The relevant velocity scale ul in a separated shear flows
is the phase velocity of the most amplified perturbation,
here taken as the square root of the laminar energy ul =

√
kl. A relevant length-scale in separated (free shear)

flows is the vorticity thickness,

lm = δω = U1 − U2
2

max

[(
∂U

∂y

)−1
]

y

(10)

The total fluctuating energy is then defined by ktot =
k + kl. An analogy to the intermittency parameter de-
fine in Section can be computed from the ratio between
turbulent and the pre-transitional fluctuation energy,

γ = k

ktot
= 1− kl

ktot
(11)

This energy is then transferred to the turbulence field by
using the source/sink term R (Walters & Leylek, 2004).
The transfer rate is assumed to be proportional to the
laminar energy, Eq. 3, where C2 = 0.3 is obtained from
calibration on different test cases, and f2 is a damping
function defined in a similar as fω (eq. 5):

f2 = 1− exp−ψ/C3 (12)

with ψ = max
(
y
√
k
ν − C4; 0

)
, with C4 = 10. This damp-

ing function controls, in effect, the location at which
transition sets in and ends. In particular, if ψ = 0 then
f2 = 0 and no transfer from laminar fluctuation energy
to turbulence kinetic energy takes place.

5 Validation examples

ReL Tu Pressure
Gradient

T3A 5.76 · 105 3 % Zero
T3B 10.03 · 105 6 % Zero
WR 6 · 104 5 % Adverse

T106C 5 · 104 4% Blade geometry

Table 1: Nomenclature and flow characteristics.

Four statistically-steady flows are considered in the
present article; these are summarised in Table 1. The
first two are boundary layers developing in zero pressure
gradient along a flat plate with sharp leading edge. These
two cases were examined experimentally by Roach and
Brierley (1992). The third case (WR) is a separated
flat-plate boundary layer, subjected to adverse pressure
gradient. Both experimental and DNS data are available
for this case; here, we use the DNS data of Wissink and
Rodi (2006). The fourth is a turbine blade (Fig. 1),
and this is included to illustrate the performance of the
model for strongly separated flow over a realistic, highly-
curved configuration at moderate Reynolds number and
high free-stream turbulence intensity. Experimental data
for this flow have been obtained by Himmel and Hodson
(2008) within the EU TaTMo project. Application of the
model to unsteady bypass transition, involving passing
wakes, is reported in Lardeau and Leschziner (2006).

Geometries T3A and T3B were computed with a nu-
merical grid containing 120x120 nodes, while a grid of
120x180 was used for the WR case. These meshes were
chosen on the basis of careful grid-independence stud-
ies, with particular emphasis placed on the location at
which transition sets in. For the blade geometry (Fig.
1, a 12-block grid was constructed, the block closest to
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Figure 1: Geometry and grid for the T106C test case.

the blade having an O-type topology and comprising
close-to-orthogonal sets of grid lines. The total num-
ber of cells was 48,000, again chosen following a grid-
independence study. All calculations were performed us-
ing a multi-block version of the general, fully-collocated,
non-orthogonal finite-volume scheme STREAM (Lien et
al., 1996). Convection of all transported properties was
approximated by the second-order UMIST-TVD scheme
(Lien & Leschziner, 1994). Mass conservation was en-
forced via the SIMPLE pressure-correction algorithm,
which yields the correct pressure field by an iterative
sequence that, effectively, nullifies the mass residuals in
all computational cells.

The principal formulation for the turbulence model
employed herein is the quadratic model of Abe et al.
(2002). This adopts a four-part representation of the
effects of strain, vorticity and wall proximity on the
anisotropy tensor. An important feature of this model is
that it returns the correct wall-asymptotic variation of all
Reynolds stresses. However, the modification proposed
below have also been tested using a more conventional
k−ω model (Pacciani et al., 2009). Details about the per-
formance of Abe et al.Šs model for turbomachine-blade
flows can also be found in Lardeau et al. (2004).

Selected results are shown in Figs. 2-4. In what fol-
lows, “AJL” identifies the basic Abe et al model, while
“LKE” identifies the combination of this model with the
transition-related modifications.

Fig. 2 shows the streamwise variation of the skin-
friction coefficient and the wall-normal maximum of the
total fluctuation energy for the T3A and T3B cases, us-
ing both the AJL and LKE models, in comparison with
the experimental results by Roach and Brierley (1992).
In the case of T3A, there is a substantial build-up of non-
turbulent fluctuation energy well ahead of the onset of
transition, and this is reproduced well by the modified
model. In the case T3B, where the free-stream turbu-
lence is high, the basic AJL model returns very early
transition, together with a corresponding early rise in
turbulence energy. Although the AJL and LKE models
predict very similar energy levels upstream of Rex < 105,
the nature of this energy is very different: the modified
model returns a high level of laminar fluctuation energy,
together with low pre-transitional Cf values, while the
AJL model predicts an early rise in the turbulence en-
ergy leading to premature transition. One point that
has rarely been addressed before in relation to the T3B
case is the peak in kmax prior to transition (Fig. 2b).

This peak, also reproduced well by the modified model,
is mostly due to a significant level of laminar-fluctuation
energy coinciding with a high level of turbulence energy
just after transition is initiated.

(a)

(b)

Figure 2: (a) Skin friction coefficient and (b) stream-
wise variation of the maximum (in wall-normal direc-
tion) fluctuation energy in the boundary layer for the
AJL and the LKE model, compared with experimental
results (Roach and Brierley, 1992), for case T3A and
T3B.

(a)

(b)

Figure 3: (a) Streamwise velocity and (b) fluctuation-
energy at different streamwise position along the flat
place, for the AJL and the LKE model, compared with
DNS data (Wissink and Rodi, 2006).

Profiles of mean velocity and fluctuation energy for
the separated WR case are shown on Fig. 3. The base-
line model predicts the laminar separation at the cor-
rect position, but fails to reproduce the transition in the
separated shear layer, resulting in a massively too long
recirculation bubble, with transition starting much too
late. The LKE model, on the other hand, reproduces the
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correct evolution of the transition process upon separa-
tion and is therefore able to predict correctly both the
velocity and the fluctuation-intensity fields.

(a)

(b)

(c)

Figure 4: T106C cascade blade, Re=50,000; (a) Pres-
sure coefficient, (b) wall-tangent velocity field and (c)
RMS velocity, along the suction surface of the blade (lo-
cal coordinate system based on S/Smax): distance from
the leading edge divided by suction surface length. Ex-
perimental results are shown with lines and the same
scale has been used for both experiments and simulations.
V 2is corresponds to the isentropic (tangential) velocity.

Fig. 4 provides comparisons between predictions with
the LKE model and experimental results for the lowest
Reynolds number examined (Re = 50, 000 based on in-
flow conditions). No results with the baseline model are
included, as it was impossible to obtain a converged field,
due to a serious delay in the transition process and the
presence of K-H-type instability in the highly separated,
non-reattaching shear layer. The pressure coefficient on
the suction side is seen to match closely that obtained in
the wind tunnel, signifying the correct resolution of the
separation bubble. Comparisons between hot-wire mea-
sured and computed streamwise (tangential) velocity and
RMS fluctuations are presented in Fig. 4b and c. Despite
the close agreement in respect of Cp, some discrepancies
arise in relation to the flow field: the thickness of the sep-
aration bubble is larger in the experiment, with a more
abrupt end, the predicted growth of kinetic energy (Fig.
4c) is slower than in the experiment, and the location of

the maximum fluctuation energy is closer to the blade
suction side. Nevertheless, the predicted behaviour may
be regarded as realistic and broadly satisfactory.
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eN - Why it works; when it doesn’t; what’s next?
Chris Atkin

School of Engineering and Mathematical Sciences, City University London, UK.

1 Introduction

The increasing attention being paid to the impact of avi-
ation upon climate change has prompted a renewed in-
terest on both sides of the Atlantic in Laminar Flow Con-
trol (LFC) Technology. One of the most common claims
about the tools used in LFC design, particularly the eN
method of Van Ingen [1], are that they are too simplistic
in their modelling of the physics. LFC design tools are
here discussed with reference to the author’s experiences
in the UK aircraft industry and in government service
over the past 15 years, most of them directed in some
way in the development and exercising of methods for
laminar flow design.

2 Parallel-flow stability theory and eN

Although by no means a general description of the
laminar-turbulent transition phenomenon, for an LFC
wing the conceptual model of the transition process is as
outlined in Figure 1 below.

Figure 1: Schematic of natural boundary layer transition
on a wing section.

Perturbations are introduced into laminar boundary
layer flows through the phenomenon of receptivity and
are then convected and amplified, over an extensive re-
gion of the wing, in a manner which can be described
by linear mathematics to an acceptable degree of accu-
racy. A significant distance downstream of the region
where receptivity is important, the perturbations have
grown to amplitudes where non-linear interactions be-
tween large-amplitude perturbations eventually lead to
turbulence. It is an important simplification of the tran-
sition process that these three phases can be separated
geographically on the aircraft wing.

A plan view of a swept wing section, illustrating the
main types of disturbances considered in the linear-
amplification region, is given in Figure 2. The origin of
all streamlines at the attachment line of the wing means
that instability or contamination of the attachment line
flow will affect the entire wing, so we note that this prob-
lem needs to be managed - usually by some kind of device
which strips the contaminated flow from the attachment
line. Remaining instabilities on the attachment line may
require active control. However we focus on the manage-
ment of crossflow (CF) and Tollmien-Schlichting (TS)
instabilities as the major task in the aerodynamic design

of a laminar flow wing at cruise. Note that CF instabili-
ties usually precede TS instabilities as shown in the fig-
ure but, depending upon the pressure distribution, there
may be an extensive overlap region.

Figure 2: Schematic showing crossflow (CF) and
Tollmien-Schlichting (TS) instabilities.

Both types of instability follow the receptivity, linear
amplification, non-linear breakdown route, as illustrated
in Figure 3 and Figure 4 respectively, but display differ-
ent characteristics at each phase.

Figure 3: Schematic of TS instability growth.

During the receptivity phase, disturbances are con-
stantly introduced into the boundary layer. Upstream
of the neutral point we hypothesize some sort of equilib-
rium between disturbance introduction and decay as the
disturbances are convected downstream. As the neutral
point is passed the disturbances start to be amplified:
receptivity physics rapidly becomes of secondary impor-
tance to convective amplification which can be captured
by linear theory, as shown by the blue lines on Figures 3
and 4.
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Figure 4: Schematic of CF instability growth.

Finite-amplitude effects immediately following the re-
ceptivity phase, such as transient growth and even by-
pass transition, are usually neglected in LFC design be-
cause the receptivity process is supposedly managed,
by suitable choice of manufacturing tolerances, so as
to restrict the perturbations to infinitesimal amplitudes:
that, at least, is the intention but our modelling of re-
ceptivity phenomena may not be able to verify that this
is true in practice. More will be said on this topic later.
The normal modes are amplified independently by the
boundary layer, growing by many orders of magnitude
until non-linear effects become significant, indicated by
the shaded regions in the figures above, and harmonic
modes begin to be forced.

By integrating the gradient of the blue lines the sepa-
ration of the amplitudes typical of receptivity and non-
linearity/breakdown can be estimated. This separation,
measured logarithmically, is termed an N -factor. As
shown in the figures there is a finite interval between
the onset of non-linear behaviour and the recognition
that the flow is ’fully’ turbulent. The simplicity of the
mathematics allows the linear stability equations to be
solved even in these regions, even though the physics is
a good deal more complex. This leads to accusations
that the use of N -factors is irrational and inappropriate.
Nevertheless there is a simple pragmatism into which the
N -factor approach fits neatly. Although the physics of
receptivity and breakdown have little in common, the
latter is usually dictated by the former since it is usu-
ally the receptivity phase which determines which type of
perturbations will dominate the transition process. Both
phenomena are therefore sensitive to parameters which
drive the receptivity process, and these parameters are
not varied enormously during a design exercise: the man-
ufacturing standard of the model or aircraft, and the en-
vironment in which it is tested or flown. At present there
is little knowledge of exactly how receptivity and break-
down respond to changes in Mach number, Reynolds
number, angles of incidence and sweep, and wing shape.
Conversely these are all variables which have a major im-
pact upon the amplification of the normal modes, unlike
the manufacturing standard and test/flight environment.
Quite simply the blue lines on Figures 3 and 4 are (the-
oretically) capable of capturing the response to all the
design variables available to the cruise design team. The
amplitudes of the end points, as described, tend to be a
fixed distance apart as far as the designer is concerned.
Hence tracking the blue line between known Δln(Amp)
is a useful way of estimating the spatial separation of

the receptivity and breakdown regions and, therefore,
the ’position of transition’. Clearly care is then required
when there are indeed changes to manufacturing stan-
dard and test/flight environment! Crouch [2] gives a
good overview of the N -factor techniques which may be
used under these circumstances and also techniques for
managing local growth modifiers (steps, gaps, etc) which
may not be resolved at a preliminary design stage.

3 N-factor correlations

Clearly the above technique relies upon some reliable
measure of the separation Δln(Amp) between distur-
bance amplitudes at each end of the blue N-factor curve.
This are usually obtained from a representative experi-
ment (or set of experiments) where the location of break-
down is accurately measured. Sufficient supporting infor-
mation (surface pressures, geometric lines, sweep angles,
etc) is also gathered to allow linear stability theory to be
applied to determine the position of the neutral point:
this then yields the spatial separation of the receptivity
and breakdown phases which, following the calculation
of the rest of the blue N -factor curves in Figure 3 and
Figure 4, leads to the separation in amplitudes - this is
termed the critical N -factor.

From the discussion above it follows that the criti-
cal N -factor is a function (ultimately) of the receptiv-
ity physics: which modes are introduced at what am-
plitudes. For example it is normal to separate CF and
TS modes, and indeed hybrid CF/TS cases, when defin-
ing critical N -factors in the manner shown in Figure 5
taken from Ref. 3. This figure also illustrates the scatter
present in most similar correlations. In principle the crit-
ical N -factors should, for each data point, be corrected
for the particular receptivity condition applicable to that
point. In Figure 5, aside from the differences between
the two wind tunnel models and campaigns, the data
points simply encompass different span-wise stations on
a given model and different onset flow conditions (Mach
and Reynolds numbers, incidence) and at different suc-
tion levels (Hybrid Laminar Flow Control). While it is
understood that the variation in tunnel conditions will
be accompanied by changes to the acoustic and vortical
signature of the free stream, the scatter is still apprecia-
ble.

Figure 5: Comparison between incompressible N -factor
pairs obtained from the ELFIN II HLF tunnel tests and
the ELFIN I HLF tunnel tests3.

Such correlations were carried out in the absence of
any useful information and understanding as to how the
initial disturbance characteristics and amplitudes might
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vary from data point to data point. Even today, although
our understanding and modelling of receptivity has de-
veloped, it would be extremely difficult to include recep-
tivity ’compensation’ to reduce critical N -factor scatter.
The result of such uncertainties is the black line drawn
on Figure 5 which marks out the ’safe’ N -factors for lam-
inar flow design. While this provides a robust tool set
for the designer it tantalisingly offers between 50% and
80% additional N -factor margin for some combinations
of surface and flow conditions. The problems with the
eN method are not always associated with low critical
N -factors: it is the randomly high values which under-
line what might be achieved with better understanding
and modelling.

Figure 6: Difference between compressible and incom-
pressible NTS-factors with increasing Mach number.
ELFIN II HLF tunnel tests3.

Figure 7: Comparison of compressible and incom-
pressible NTS-factors with increasing Reynolds number.
ELFIN II HLF tunnel tests [3].

There are some other unsatisfactory aspects to the
use of N -factor correlations which are chosen on the ba-
sis of robustness. Figure 6 and Figure 7, taken from
Ref. 3, illustrate the more consistent performance - i.e.
the reduced sensitivity of critical N -factor to Mach and
Reynolds numbers - of incompressible stability analysis.
While the adoption of incompressible N -factors effec-
tively reduces the scatter, it also removes any scope for
exploiting in design the stabilising effect of compressibil-
ity offered by theory. The most likely explanation of the

trends shown in Figure 6 and Figure 7 is that the recep-
tivity physics is indeed sensitive to Mach and Reynolds
numbers here. Unfortunately the analysis tools are not
available to correct the critical N -factors obtained from
the tunnel measurements.

4 Emerging techniques

Classical eN methods have been supplemented in recent
years by linear and non-linear PSE [4]. UK develop-
ments have been carried out at Imperial College. Linear
PSE and equivalent methods (such as a correctly-scaled
multiple-scales approach) incorporate non-parallel and
curvature effects. The former, although important for
reconciling stability theory with detailed flowfield mea-
surements [5], is not usually significant in N -factor cal-
culations. The latter can be but this has yet to be veri-
fied experimentally. The difficulty is that surface curva-
ture is significant only in the vicinity of the wing leading
edge, while experiments in which transition occurs in the
mid-chord region are unlikely to be dominated by modes
which have been influenced by curvature. Not many
research programmes have been courageous enough to
demonstrate transition near the leading edge and thus
to capture the effect of curvature on calculated critical
N -factors. Figures 8 and 9 illustrate the point.

Figure 8: N -factors obtained from classical linear stabil-
ity analysis for ELFIN I F100 case 327ou.

Figure 9: N -factors obtained from linear PSE analysis
showing the reduction in crossflow amplification near the
leading edge. ELFIN I F100 case 327ou.
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The large N -factor hump (N ∼ 7) at around 5% chord
in Figure 9 is reduced to N < 5 in Figure 9, calculated
using linear PSE. However the modes contributing to
this hump have no bearing upon transition, so the corre-
lated criticalN -factor is largely unchanged. Nevertheless
studies on the aircraft-level impact of HLFC, where suc-
tion is used to limit leading edge N-factors, have shown a
25% reduction in the required mass flow rates predicted
by linear PSE compared to a standard eN method. This
is because, for the control problem, the amplification of
modes in the leading edge region (where the flow curva-
ture is greatest) is a significant factor.

Figure 9 also provides a good introduction to the sub-
ject of non-linear PSE. It can be seen that transition
occurs at 35% chord where all modes are found to be
linearly stable. Of course, just prior to this the modal
amplitudes are quite high and it can easily be shown [6],
using non-linear PSE, that modes of sufficient amplitude
will interact causing the rapid growth of higher harmon-
ics which leads to transition. Non-linear PSE adds a
semi-quantitative tool for tackling situations like this:
semi-quantitative because the important initial ampli-
tudes required to initialise the non-linear analysis have
to be assigned arbitrarily in the absence of a functioning
receptivity model.

Figure 10: Saric NLF(2)-0415 experiment (sweep 45◦,
Re = 2.4 million, α = −4◦). Interacting crossflow vortex
arrays (span-wise spacing β = 8mm & 12mm). Contours
of stream-wise velocity at 10%, 20%, 30%, 40% and 50%
chord. Initialisation A8mm = 10−2 , A12mm = 10−3.

Non-linear PSE has also been used extensively at
QinetiQ [6,7] to explore the applicability of Saric’s Dis-
tributed Roughness technique [8,9], providing rewarding
animations of the development of crossflow vortices on
swept wings in the presence of span-wise arrays of rough-
ness elements. Figure 10, obtained using non-linear PSE,
illustrates the interactions between two arrays of sta-
tionary crossflow vortices, spaced at 8mm and 12mm,
over the surface of a swept wing exhibiting a favourable
pressure gradient. The 12mm mode is the one predicted
to dominate by linear theory but, when the 8mm mode
is forced to be ten times greater in amplitude than the
12mm mode, simulating the addition of discrete rough-
ness elements, the non-linear development of the 12mm
mode is disrupted and the vortical structure, after strong
initial growth, appears to decay.

The exact conditions under which these vortical pat-
terns become susceptible to secondary instability, and
therefore whether these forcing amplitudes are plausi-
ble, are the subject of ongoing research at Imperial Col-
lege. Yet this example illustrates the role of non-linear
PSE in current LFC research: the method has been used
to develop an understanding of the conditions required
for crossflow vortices to interact; yet further and higher-
order analysis is required to interpret the implications of
these non-linear mechanisms for the control of transition.

5 Receptivity modelling

Although receptivity is an active area of research, the
author believes that there is a lack of practical tools to
help with the management of surface roughness and en-
vironmental forcing. As described earlier, linear stabil-
ity theory is predicated upon the assumption that finite-
amplitude effects immediately following the receptivity
phase, such as transient growth and even bypass tran-
sition, can be neglected. The eN technique assumes a
uniformity of receptivity physics which may be repre-
sentative in some idealised conditions but is unlikely to
be accurate for real aerodynamic surfaces and environ-
ments. This is the most likely explanation of the scatter
commonly found in N -factor correlations.

Non-linear methods have illustrated how finite-
amplitude disturbances can introduce mean flow distor-
tion and periodic streaks which persist downstream and
modify the stability properties of the boundary layer.
The character of the free stream environment will select
between stationary or travelling crossflow disturbances
as the dominant transition mechanism on a swept wing:
surface imperfections will excite the former while vortical
structures in the free stream will excite the latter. Tun-
nel and flight testing of swept wings may therefore reveal
entirely different breakdown mechanisms. The challenge
is the need for quantitative guidance on the magnitudes
of the forcing mechanisms and the relationship between
the spectra of the forcing sources and the properties of
the naturally-amplified normal modes, if indeed there is
one.

Surface roughness and waviness are topics where there
is still ambiguity over whether these are receptivity
sources or growth modifiers which act throughout the
boundary layer. These are important questions because
surface tolerance is expensive to achieve on a produc-
tion aircraft: if a roughness or waviness criterion can be
applied locally, for example just in the vicinity of the
neutral point, rather than over the entire laminar flow
surface, then this will impact significantly on the cost to
design, manufacture and maintain the surface.
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6 Where next

The eN method broadly captures the influence of pres-
sure gradient, Reynolds number, Mach number and wing
sweep: these are the key parameters available to the wing
designer. It has been in use for many years for LFC re-
search, and is even now beginning to be used alongside
Navier-Stokes methods for the modelling of transition in
CFD [10]. Irrespective of the arguments about physical
modelling, however, the method suffers in practice be-
cause the critical N -factors in use tend to be rather con-
servative. This is in response to large amounts of scatter
in correlation plots. Hybrid laminar flow designs tend to
suffer by having both conservativeN -factor distributions
and large safety margins applied to the suction system
specification.

Unfortunately the economics of laminar flow design
mean that a conservative approach is going to yield lit-
tle benefit. In today’s world of bio-fuels and carbon-fibre
airframes, if the most promising aerodynamic technology
can only contribute a few percent to aircraft performance
then it will indeed be left on the shelf. There needs to
be a real effort to extend our knowledge of receptivity
and late-stage transition. The end product, for indus-
trial use, is likely to be additional corrections to criti-
cal N -factors to account for non-linear and other finite-
amplitude effects, rather than a complete replacement
for the eN method involving more complex and time-
consuming analysis.
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Abstract

In the paper, the consequences of the individual action
and joint action of a sand roughness of the plate surface
and homogeneous close to isotropy free stream turbu-
lence on the zero pressure gradient boundary layer de-
velopment are considered.

1 Introduction

The effects of the roughness elements distributed over a
wall (WR) and of the free stream turbulence (FST) on
laminar turbulent boundary layer transition are known
long ago. In general each of them accelerate the bound-
ary layer development into turbulent boundary layer in
comparison with a boundary layer on a smooth surface
under a non-turbulent flow and otherwise equal condi-
tions. Understanding of these effects is of practical im-
portance for prediction of flows in many environmental
and technical areas. Numerous investigations were pub-
lished (reviews e.g. [1-5]) on the individual effects of the
roughness or free stream turbulence on wall shear flow
but the knowledge on the joint action of these effects
is very poor [6,7] even though they may be important
under many circumstances.

The disturbation of a laminar boundary layer by a sur-
face with sand-roughness had not evoked a big attention
in past. Kendall [8] gave only three older references and
mentioned that the flow is merely displaced outward from
the plane on which the roughness grains were adhered.
Some data on the effect of 2D or singular 3D rough-
ness are described in [9-11]. The starting point of the
surface roughness effect analysis is usually Nikuradse’s
investigations of flows in pipes of various roughnesses.
Particularly turbulent boundary layer is considered.

We shall handle a boundary layer on a flat plate gener-
ally with a rough surface under a zero pressure gradient
turbulent flow. Many geometrical forms of the surface
roughness are possible but here the surface covered with
sand paper, the K-type roughness, will be discussed only
(e.g. [1 and 9-11]). The maximum height of the rough-
ness grains has been introduced as the representative
length (height) s. The effect of the wall roughness on
a boundary layer determine: the Reynolds number Res
formed with the length s and the external flow mean ve-
locity Ue, the ratio of the length s to the viscous length
scale δν (the roughness Reynolds number s+) and the
ratio of the boundary layer thickness δ to the roughness
height s

Res = sUe
ν

; s+ = s
δv

; δv = ν
uτ

; δ

s
(1)

ν and uτ are viscosity and friction velocity.

The effect of surface roughness appears only after ex-
ceeding a critical roughness height s1, giving Res > 120.
Then the critical Reynolds number (Re1)crit decreases
below the value about 950 valid for the smooth plate
e.g. [4]. Customary presented analyses (e.g. [3-5, 11 and
12]) of the roughness effect relate to turbulent bound-
ary layer or channel. They can be briefly summarized
as follows. The flow is developing as on a hydraulically
smooth surface if the roughness grains are nest in the vis-
cous sub-layer s+ < 5 and the surface behaves as com-
pletely rough with grains overhanging the buffer-layer
s+ > 70. Further increase of roughness grains does not
cause additional qualitative changes of the flow. Transi-
tional roughness region ranges between the above men-
tioned extreme cases

5 ≤ s+ ≤ 70 (2)
The effect of roughness on the mean flow appears

namely in the inner layer in vertical shift of the velocity
profile zero level below the level of the roughness peaks
(inside the layer of roughness grains), in decreasing the
viscous length scale δv and in a downward shift of the
log-law. Roughness does not affect the velocity profiles
in the overlap and outer regions. Schultz and Flack [3]
published a comprehensive analysis of the problem with
many interesting references.

The effect of the free stream turbulence (FST) level
Iu on the location of transition onset is known as very
important and has been investigated long ago, since Dry-
den, Schubauer and Skramstad in forties e.g. [13]. Later
the effect of the turbulence length scale on the start
of boundary layer by-pass transition was also proved
e.g. [14]. The transition from laminar to turbulent
flow structure depends on the specific type of flow and
on the type of the acting disturbances that influence
the process. Higher level of external flow disturbances
Iue > (0.6 ÷ 1.0) percent causes "by-pass transition"
with a mechanism converting outer flow turbulence into
boundary layer eigen oscillations e.g. Morkovin [15, 16].
According to Greg et al. [17], the stability of boundary
layer flow remains the same as in the case of the low ex-
ternal disturbances. But now, the external disturbances
continuously penetrating into the layer amplify the pro-
duction of turbulent spots and thus accelerate the onset
of transition and shorten the length of the transition re-
gion.

The turbulent boundary layer perturbed by outer flow
turbulence is an example of a complex flow. The funda-
mental difference between a canonical turbulent bound-
ary layer on a smooth wall in non-turbulent stream and
the boundary layer under equal conditions except for the
external turbulence comes from the fact that the tur-
bulent outer stream is three dimensional, rotational and
variable in time and space. Therefore both molecular and
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turbulent diffusions are passing through the interface be-
tween the layer and the surrounding turbulent flow. The
reasons for the existence of the Corsinťs super-layer dis-
appear e.g. [18-21]. Owing to this the fluid particles from
the interior of the layer driven by the large scale motions
penetrate deeper into the surrounding turbulent exter-
nal flow and on the contrary, the outer flow particles-
turbulent eddies are entrained into the layer nearer to
the wall. Turbulent diffusion across the layer amplifies.
This has an impact on the increase of the friction ve-
locity. The external turbulence is indistinguishable from
the turbulence generating inside the layer provided that
the external flow velocity fluctuations are not too large in
comparison with the friction velocity. Thus the external
turbulence does not affect the universal features of the
mean flow in the inner region. The FST effect appears
namely in the thickening the layer, altering the velocity
defect law in the outer layer and decreasing the viscous
length scale e.g. [18-21].

The aim of the paper is to compare consequences of the
individual action and the joint action of the sandpaper
roughness on the flat plate surface and grid turbulence
in external flow on the development of the zero pressure
gradient boundary layer. It seemed useful to follow up
the experiments conducted in the framework of inves-
tigations for the COST/ERCOFTAC Test Case T3A+
e.g. [22].

2 Experimental facility and measurement
technique

In the primary configuration, the flat plate boundary
layer, is investigated experimentally on an aerodynam-
ically smooth plate (2.75m long and 0.9m wide) in the
close circuit wind tunnel IT AS CR, Prague (0.5x0.9)m2.
The leading edge is very thin (2mm) and its shape was
designed after Kosorygin et al. [23]. Covering the pri-
mary plate with the sandpaper (grits 80) on a thin ply-
wood plate (7mm thick) modifies the wall roughness.
The rough plate leading edge has an elliptic shape (a
x b = 60 x 20 mm2), which covers the primary leading
edge. The maximum height of grains on the sandpaper,
the representative roughness length, is

s(grits 80) = 0.343± 0.009mm. (3)

The orthogonal clockwise coordinates system [x, y, z]
is introduced with the coordinate x in the streamwise
direction and the plane z = 0 identical with the plane
of vertical symmetry. The x = 0 is in the leading edge
plane and the plane y = 0 is the zero level i.e. the plane
where the mean flow velocity equals zero U(0) = 0. The
zero level lies on the aerodynamically smooth surface. In
case of a rough surface the velocity zero level is between
the roughness grains bottoms plane and the grains tops
plane. Hence an auxiliary coordinate y′ is useful with
y′ = 0 in the grains tops plane.

Free stream turbulence (FST) is either natural (indi-
cated as No GT) or produced by means of square mesh
(M) plane grids/screens with cylindrical rods (d). Grid
placed in the plane x = xGT generates homogeneous and
close to isotropy turbulence. The intensity and the dissi-
pation length parameter [27] characterize the fundamen-
tal features of the grid turbulence

Iu =
√

(u2)
/
Ue; L = − (u2)

3/2
/Ue
∂ (u2)
∂x

(4)

Grid d[mm]/M [mm] −xGT [m] Iu(0) Le(0)
[mm]

No GT 0.003 ∼10
GT1 3/20 0.454 0.030 5.9
GT4 6/20 0.738 0.030 16.2
GT5 10/35 1.2107 0.030 33.4
GT8A 1.65/5.75 0.787 0.010 5.7
GT8B 1.65/5.75 0.194 0.030 3.8
GT8C 1.65/5.75 0.125 0.050 2.2

Table 1: Main characteristics of free stream turbulence
downstream individual grid generators.

where Ue and u are the mean velocity of external flow
and the longitudinal component of velocity fluctuations.
Subscript e attached to any quantity denotes value valid
in the plane x = 0. Main characteristics of FST in the
course of experiments are shown in Table 1.

More details of experimental facility and free stream
turbulence structure are presented in [14].

The essence of this investigations are measurements of
mean velocity profiles U(x, y, 0) in the plane z = 0. So it
was possible prefer the pressure measurements to CTA
method (well proved in past [14]) with regard to the sur-
face roughness and the breakability of hot-wire probes.
Measurements were carried out by means of the couple
of the flattened Pitot probe (0.18 x 2.95mm2) and round
nosed static pressure probe (dia = 0.18mm). The space
between probes was 55mm in y direction. The pres-
sure difference - dynamic pressure q[Pa] was measured
by means of the pressure transducer BARATRON (spe-
cial order on high accuracy, max 1kPa; ±0.02% of read-
ing above 20Pa). The pressure transducer Druck DPI
145 (max 100kPa; ±0.005% FS) was used for measure-
ment of the absolute static pressure P [Pa] and the baro-
metric pressure B [Pa]. Pitot-static tube (dia = 6mm)
connected with the pressure transducer OMEGA Techn.
Ltd., (max 1.2 kPa; ±0.25% FS) was used for measure-
ment of the representative pressure qr (the location of
the probe nose: x = 0.23m, y = 0.13m and z = 0.36m)
and thermometer Pt100 connected to the Data Acqui-
sition/Switch Unit HP 34970A was applied for the flow
temperature t[◦C] measurement. The vertical feed of the
probe was controlled by the PC.

Output signals proportional to the mean values of P ,
B and t were read by means of the unit HP 34970A just
after the start of measurement in any point [x, y, 0] and
each time recorded. Afterwards representative pressure
qr[Pa] and the local dynamic pressure q(x, y)[Pa] were si-
multaneously measured and 30 seconds sampled (10kHz,
16 bit) and recorded in a personal computer.

3 Error estimates and evaluation methods

Estimates of upper limits of relative measurement errors
derived from the accuracy of applied devices and with
the regard to the scatter of repeated observations are
following

Δqr
qr
≤ ±0.02atUr ∼= 5m/s;

Δq
q ≤ ±0.02atU (x, y) ≥ 0.6m/s;

ΔP ≈ ±5 Pa
(5)

The representative velocity Ur was held in average on
5m/s in the course of all measurements presented here.
The mean velocity error was less then 1 percent during
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measurements more than 1mm from the surface, closer
to the surface the error approached 3 percent.

Estimates of relative probable errors of the displace-
ment thickness δ1 and the momentum one δ2, the shape
factorH12 and the wall friction τw follow essentially from
the performed error analysis in the case of a smooth sur-
face. In fact a dead travel of the probe traversing unit
and the shift of zero level in the case with rough surface
introduce some additional errors.

At the beginning of the evaluation, the correction was
done to avoid errors caused by small and slow variations
of the external flow velocity Ue in course of the mea-
surement and the effect of wall proximity on measure-
ment by means of a flattened Pitot tube was rectified
after the procedure proposed by MacMillan e.g. [25].
Wall shear stress τw(x) [Pa] was evaluated from mean
velocity profiles U(x, y) either from the slope interpo-
lated very near the surface or from the interpolation
of log-law. The first procedure is generally applicable
from the onset of boundary layer up to the termination
of laminar/turbulent transition. It requires a high ac-
curacy determination of the Pitot probe displacements
from the starting position y′ = 0 with the probe nose in
contact with the surface. The observed distance from the
wall y′ of the probe nose was measured with an accurate
cathetometer (reading of 0.01mm). Unfortunately the
dead travel of the traversing unit and elastic deflection
of the probe nose were sources of uncertainty in ideal
touch with the wall. For that reason the interpolation of
velocity very near the surface must determine the effec-
tive position of wall y′0 as well as the velocity derivative
(∂U/∂y)w.

U (y) = a+ b y′ = b (y′ − y′0) = b y;
0.15mm < y′ ≤ 1.0mm (6)

The magnitude of y′0 is stepwise searching so as reach
the best fit of (6). Then the wall friction τw(x), friction
velocity uτ and friction coefficient Cf are computed from
formulas

τw = μ
(
∂U
∂y

)
w

= μ b;

uτ =
√
τw
ρ ; Cf = τw

qe
.

(7)

This procedure works very satisfactory in laminar lay-
ers and in boundary layers that are not far from the
transition start. The estimated error of calculated τw is
less than 4 percent. The error estimate increases with
thickening of the viscous sublayer.

The log-law interpolation can be applied for the eval-
uation of y′0, uτ and the function of roughness Δu+ (in
case with rough surface) in the overlap (logarithmic)
layer of a fully developed turbulent boundary layer. It is
customary to write the log-law in the form

u+ = U
uτ

= 1
κ

ln
(
y+)+B −Δu+ (s+) ; (8)

y+ = yuτ
ν

; y = y′ − y′0. (9)

where κ = 0.41 an B = 5 are the von Kármán constant
and the smooth wall log-law intercept. The evaluation of
the three unknowns is executed by means of the equation
(8) rearranged in the form

Ū

Ūe
= a ln

(
(y′ − y′0) Ūe
ν

)
+ b (10)

The task is: to interpolate this regression function in
the region of the log-law validity (in the 1st approxima-
tion: ∼ 30 < y+ <∼ 750) and to determine unknowns so

as the correlation coefficient became maximum (canoni-
cal definition of r2) and simultaneously the following re-
quirements are to be met: the relation min u+ ≤ y+ and
at least several points of measurement have to approach
the Clauser approximation

Ue − U (y)
uτ

= − 1
κ

ln
(y
δ

)
+ 2.5 (11)

outward the log-region and little further. Subsequently
the remaining unknowns uτ and Δu+ are determined

uτ

Ūe
= κa; Δu+ = 1

κ
ln
(
uτ

Ūe

)
+B − 1

κ

b

a
. (12)

It was possible to apply both procedures (6) and (10)
occasionally. The differences in estimates of unknowns
were less than 10 percent.

Figure 1: Comparison between mean velocity profiles on
smooth and rough surface at x = 0.05 and 1.5m.

4 Results

A series of semi-logarithmic plot of velocity profiles
shown in Figure 1 illustrates differences between bound-
ary layers on hydraulically smooth flat plate and bound-
ary layers on flat plate with transitional roughness of
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the surface at otherwise same boundary conditions. The
profiles acquired very near the leading edge, x = 0.05m
and those acquired at the downstream end of the inves-
tigated region, x = 1.5m are demonstrated. The laminar
profiles, very close to the Blasius solution are near the
onset of boundary layer on aerodynamically smooth wall.
The surface roughness induces a malformation of lami-
nar shape of profiles and FST intensity accelerates this
progress. Profiles measured in the section x = 1.5m are
of transitional kind on smooth plate provided that the
level of FST is not high enough. Surface roughness accel-
erates the transition to turbulent state and the velocity
profiles follow the log-law (8).

Figure 2: Comparison of the shape factor distribution
(meaning of the symbols see figure 1).

Figure 3: Comparison of the akin friction coefficient dis-
tributions (symbols as in figure 2).

Figure 4: Surface roughness parameter (symbols as in
figure 1).

Figure 5: Roughness function Δu+ (symbols as in figure
1).

Analysing the mean velocity profiles, the displacement
thickness Reynolds number Re1 = δ1Ue/ν, the distribu-
tions of the shape factor H12 (Figure 2), the skin-friction
coefficient Cf (Figure 3), the surface roughness param-
eter s+ (Figure 4), the roughness function Δu+ (Figure
5) and the mean velocity zero level y′0 were evaluated.

The distributions shown in Figures 2 and 3 clearly
confirm the dominant effect of surface roughness on the
transition process but simultaneously demonstrate the
contribution of FST to the acceleration of transition pro-
cess. The distributions shown in Figures 1 to 3 indicate
that there is necessarily a boundary layer evolution from
quasi laminar state to turbulence even though the sur-
face is considerably rough.

A more detailed analysis proves that the effect of FST
scales on boundary layer on rough surface is similar to
that effect known from investigations of boundary lay-
ers on smooth surfaces e.g. [14]. In Figures 2 and 3,
the distributions of characteristics H12 and Cf valid in
boundary layers on a smooth plate are drawn by dashed
lines (Blasius solution) and by dotted line (Ludwieg and
Tillmann empirical formulae) e.g. [4]. Full line repre-
sents the course of the interpolation of results received
in external turbulence with 3% intensity at the leading
edge regardless the length parameter.

The evaluated distributions of the surface roughness
parameter s+ are shown in Figure 4. The values of s+
stay near the lower bound of the transitional roughness
region (2) and they are continuously decreasing with the
increasing distance x from the leading edge after com-
pleting the transition.

The roughness function Δu+ derived from the log-law
interpolation (8) moderately decreases with the increas-
ing Reynolds number Re1 (see Figure 5). Standard de-
viations of the individual estimates of Δu+ are about
0.3. Preliminary analysis indicates that this function de-
creases with the increasing distance x at Ue = constant,
Δu+ constant with increasing velocity at x = const. and
the roughness function increases with the turbulence in-
tensity Iue.
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The velocity zero level y′0 (6), (8) was derived simul-
taneously with the log-law interpolations. Technically
speaking the value of y′0 does not depend on the dis-
tance x and on the intensity Iue. Its average value is
of (0.12 ± 0.05)mm. Then the zero level (U = 0) is
below the top plane of the highest roughness elements
s = (0.34 ± 0.01)mm of about 34 percent of the dimen-
sion of largest roughness grains.

5 Conclusions

The surface roughness, though near the lower bound of
transitional roughness region, affects the boundary layer
development more dramatically than the free stream tur-
bulence. The FST accelerates the evolution of a bound-
ary layer on rough surface to turbulent flow structure.
The intensity as well the length scale of FST play an
important role in the process.

The surface roughness significantly shortens the tran-
sitional region but the existence and the length of this
region could not be neglected even if the FST intensity
is remarkable increased.

The evaluations of the wall friction, the roughness
function and the shift of mean velocity zero level from
the mean velocity measurements are quite a task if not
enough points were taken in the region of the wall-low
(7) validity. The derived procedure works but the error
estimates are not quite satisfactory. A method of direct
measuring the wall friction on generally rough surface is
needed.
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Bypass Transition Induced by Roughness Elements:

Prediction Using a Model Based on Klebanoff Modes

Amplification
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1 Introduction

Many experiments have demonstrated that roughness
imperfections could have a deep impact on the laminar-
turbulent transition process. Many surface imperfec-
tions (such as rivets, insects ...) are unavoidable. So
it is necessary to estimate their effects on the stabil-
ity of the boundary layer. Roughness elements have a
dual-influence on the flow. First, they modify the mean
flow and so modify its stability properties. Secondly,
they can introduce small perturbations inside the bound-
ary layer : they act on the receptivity process which is
a key stage for stability studies. The influence of the
roughness elements on the mean flow used to be taken
into account with a Reynolds number Rekk based on
the height of the roughness and the value of the ve-
locity at this height without roughness. It has been
shown that two-dimensional surface imperfections can
be analysed with the linear stability theory : for increas-
ing roughness height, the transition moves upstream :
physically, two-dimensional defaults strongly amplify the
unstable TS waves [3]. Nonetheless, Reshotko highlights
the fact that attempts to find a TS explanation for three-
dimensional roughness, both discrete and distributed,
have failed [11]. For isolated roughness element, Von
Doenhoff and Braslow [6] showed that transition oc-
curred when the Rkk reached a threshold : this value de-
pending on the ratio between the diameter and the height
of the roughness. Acarlar and Smith [1] have shown
that an isolated roughness element induced a horseshoe
vortex whose legs consisted in two counter-rotating sta-
tionary vortices. Optimal perturbation theory [9, 2, 13]
has pointed out that the most amplified perturbations
inside both incompressible and compressible boundary
layer were also created by stationary streamwise vortices.
It is the "Lift-up effect" introduced by Landahl : a vor-
tex superimposed to the boundary layer shear pushes
up low speed particles from the wall to the top of the
boundary layer, and pulls down high speed particles to-
wards the wall leading to a spanwise alternation of back-
ward and streamwise jet streaky structures called the
Klebanoff modes [8]. Klebanoff modes can undergo a
’transient growth’ process meaning that the amplitude
of the streaks can be heavily amplified. If the energy of
the Klebanoff modes significantly raises, an early lam-
inar turbulent transition can be triggered : this is the
so-called Bypass, a term introduced by Morkovin [10],
meaning that the natural transition process, driven by
the TS waves, has been short-circuited. Transient growth
is an attractive mechanism to consider with respect to
roughness induced transition [11].
As a matter of fact, Fransson and al. [7] have ob-
served a transient amplification of the longitudinal ve-
locity fluctuation behind an array of roughness elements.

The streamwise velocity fluctuation clearly showed a
transient amplification for the fundamental mode cor-
responding to the roughness array periodicity. Frans-
son also noted that the streaks induced by the rough-
ness were suboptimal ones. This may be due to the fact
that vortices don’t match with the ones predicted by op-
timal perturbations and are closer to the wall. White
and al. [15, 16], performed many experiments of rough-
ness induced transient growth. They found out that the
higher harmonics λ0/3 and λ0/4 have transient ampli-
fication just aft the element and that the amplification
of the fundamental spanwise wavenumber perturbation
started downstream. A striking characteristic is that
Fransson obtained a positive u′-fluctuation in the cen-
terline of the roughness whereas White has a negative
one. The discrepancy has been explained by Tumin and
Reshotko [12] : using bi-orthogonal decomposition, they
showed that behind a hump, there was a deficit velocity
region, called ’wake region’, surrounded by the legs of
the horseshoe vortex : if the magnitude of the vortices
is high enough the wake region may be filled in and can-
celled by the wash motion induced by the vortices and
the sign of the u′-fluctuation may be switched over. We
can think that the larger the roughness is, the more ex-
tended the wake region would be. So, the topology of
the flow behind a roughness default is not only linked to
the height but also depends on the diameter (or in the
same way on the shape) of the roughness element.
This short paper aims at presenting a model to compute
the transient amplification of Klebanoff modes behind
3D roughness elements and predict the early roughness
induced transition location.

2 Equation of the model

If the amplitude of the streaks is too high, their influ-
ence on the mean flow cannot be neglected. A natural
approach consists in applying the boundary layer turbu-
lent equations to describe the laminar zone, even though
the fully turbulent state has not been reached yet. In-
stantaneous quantities are split into a mean part and a
fluctuating one :

Q = Q̃+ q′ (1)

In order to make the equation dimensionless, typical
length and velocity scales are introduced. We know that
subcritical roughness induced streaky streamwise elon-
gated structures : therefore, a typical scale of the geome-
try L (for instance the length of the flat plate or the chord
of the wing) is used to normalize the streamwise coordi-
nate. In the wall normal direction, a typical boundary
layer thickness δ = L/

√
ReL is applied to characterize

the diffusion process. The continuity equation, satisfied
by the Klebanoff modes implies that if u′ is in order of
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U0, v′ = O(U0/
√
ReL). These scales were introduced

by Prandtl to study laminar boundary layers. These as-
sumptions for two-dimensional incompressible boundary
layers lead to the following system of equations :

Ũx + Ṽy = 0 (2a)

Ũ Ũx + Ṽ Ṽy = UeUex + νŨyy + u′u′x + u′v′y (2b)

u′t +
(
Ũu′
)
x

+ Ṽ u′y + v′Ũy = ν
(
u′yy + u′zz

)
(2c)

The terms u′u′x and u′v′y describe the influence of the
streaks on the mean flow. The Klebanoff modes consist
in u′-fluctuations and verify the equation (2c). In order
to close the system (2) in the laminar region, the wall
normal velocity has to be modelled.

This aims at expressing the "Lift-up" effect in accor-
dance with the fact that a wall normal velocity perturba-
tion in a shear flow brings about the emergence and the
amplification of streamwise velocity fluctuations. Ow-
ing to the Prandtl scales, all dimensionless equations are
parabolic in nature. So if the wall normal velocity is
modelled, u′ can be computed by an upward numerical
scheme using the values of the mean flow at the previous
station. So the averaged equation (2b) can be solved tak-
ing into account the terms which describe the influence
of the streaks on the mean flow. The key stage now, is
to model the wall normal velocity disturbance induced
by the roughness element.

3 Wall normal velocity fluctuation mod-
elling

In order to model the wall normal velocity fluctuation
induced by roughness elements, we use the experimental
results of Fransson [7].

Fransson experiment

Fransson and al. performed streaks hot wire measure-
ments behind an array of cylinders. The cylinders were
located at x0 = 40 [mm] from the leading edge, had
a diameter of d = 2 [mm] and were λ0 = 8 [mm]
spaced out. They were k = 780 [μm] tall such as at
U∞ = 7 [m/s] the Reynolds number based on the rough-
ness height is Rekk = 285 ie. below the transition thresh-
old of Von Doenhoff and Braslow criterion. Experiments
were performed at four different free stream velocities
U∞ = 5, 6, 7 and 8 [m/s] in order to regulate the ampli-
tude of the streaks changing the ratio k/δ which varied
between 2.24 and 2.84. Hot wire measurements have
clearly shown that the streamwise velocity fluctuation
inside the boundary layer underwent a transient amplifi-
cation as illustrated by the symbols of the figure 1(a). In
this figure, Fransson and al. have used a non dimensional
X coordinate, given by the relationship (3), and found
out a universal streaks behaviour. The relation implies
that at X = 1, the spanwise wavenumber matches with
the optimal one β = βopt = 0.45 [2, 9].

X =
(
β∗
βopt

)2
· ν · 1
Uinf
· x (3)

Besides, power spectral density (PSD) showed that the
dominating wavelength was dictated by the roughness
array periodicity in the far wake region. Fransson and
al. have computed the optimal disturbance which corre-
sponded with the most amplified streak at Xf = 1 ; the
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Figure 1: Calibration on the Fransson experiment.

corresponding curve is the dashed line on figure 1(a).
They explained the difference between experiment and
optimal perturbation theory (OPT) by the fact that the
cylinders induced sub-optimal initial disturbances closer
to the wall. Fransson and al. computed an artificial
initial perturbation by compressing the wall normal co-
ordinate y by a factor c : for c = 0.78, ie. an initial
disturbance closer to the wall, the numerical result is
in good agreement with the measurements (solid line on
figure 1(a)). Here we propose another approach : we
have calculated the initial disturbance which maximises
the amplitude of induced streaks at the station Xf = 2.
This also provides good agreement with experimental
data as illustrated by the dash-dotted line on figure 1(a).
The evolution of the corresponding wall normal velocity
fluctuation is presented on figure 1(b) : v′-fluctuation
amplitude is decaying exponentially in the streamwise
direction.

v’ profile

To model the wall normal fluctuating velocity profile,
we used the function () proposed by Biau [4, 5]. This
function is continuously increasing from the wall to
the boundary layer edge, and may not match with the
wall normal velocity fluctuation profile really induced by
roughness elements. Nonetheless, the goal is to impose
a v′ fluctuation able to create a lift-up effect and to lead
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and model.

to the formation of Klebanoff modes.

g(y) =

⎧
⎨
⎩

y2e−α·y

maxy |y2e−α·y| if y ≤ δ99

cst if y > δ99

⇒

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

g(y = 0) = 0 (No slip condition)

(
∂g

∂y

)

y=0
= 0 (Continuity equation)

α = 2
δ99
⇒
(
∂g

∂y

)

y=δ99

= 0 (Derivability at y = δ99 )

In agreement with OPTwe choose an exponential formu-
lation for v′ :

v′ = A1 · (k/δ0) · Ue · e
(
−A2·β0· x−xrugk

)
· g(y) (4)

The constant A2 is given by the slope of the v’ evolu-
tion on figure 1(b) : A2 = 2 · 10−3. The exponential
formulation is function of β0 : physically, this means
that for high spanwise wavenumber, ie. λz � 1, which
corresponds to tightened vortices, the longitudinal dis-
sipation will be higher. In the contrary, extended vor-
tices will tend to propagate further downstream inside
the boundary layer. The constant A1 is chosen such as
the numerical amplitude of the streak matches with the
measurement at U∞ = 7 [m/s] . We consider that the
amplitude depends on the relative height of the rough-
ness compared to the boundary layer thickness. The nu-
merical results obtained solving the system (2) and using
the relationship (4) for v′ are plotted and compared to
Fransson’s results in figure 2 for the different free stream
velocities. The four cases considered here are all be-
low the critical Reynolds number based on the height of
the roughness element (for U∞ = 8 [m/s], Rekk = 340).
Therefore, the amplitude of the induced streaks is not
sufficient to trigger transition. In the next part, we are
going to introduce a criterion based on the streaks evolu-
tion in order to compute the laminar turbulent transition
location.

4 Bypass transition Criterion

Determination of the location of the transition onset is
important to determine the boundary layer properties.

Figure 3: Comparison with Von Doenhoff and Braslow.

Indeed, it determines the streamwise length of the region
where the boundary layer remains laminar and fixes the
starting point of turbulent area which develops down-
stream. The computation of the transition location is
usually based on a criterion ie. a quantity resulting from
the calculation of the laminar boundary layer is com-
pared to a threshold value. In the present simulation we
use the following expression :

max
∀y

∣∣∣∣∣
−ρ · u′v′
μ∂U∂y

∣∣∣∣∣ = C (5)

From a physical point of view, this relationship expresses
the fact that transition occurs only when the ratio be-
tween the driving term of streak formation u′v′ and the
dissipative one ∂U/∂y reaches a certain value. This cri-
terion has been calibrated and successfully applied to
predict Bypass transition for boundary layers subjected
to significant free stream turbulence (FST) level [5, 14].
Even though the receptivity process induced by surface
defaults is different from the FST one, we keep the same
transition threshold C = 0.65.
For isolated roughness element, the spanwise wavenum-
ber β seems to be dictated by the diameter (thickness).
As a matter of fact, Fransson has shown that even though
the dominated wavelength corresponded to the distance
between the cylinder λ0 up to x = 70 [mm] , upstream in
the near wake region, higher harmonics presented energy
peaks. In the same way, White and al. [15, 16] measured
transient amplification of λ0/3 (which corresponds to the
diameter) and λ0/4 harmonics just aft the element and
before the amplification of the fundamental. This means
that for isolated or in the near wake region of an ar-
ray of roughness elements, the spanwise wavenumber is
dictated by the diameter β0 = (2π/d) · δ0.

Van Doenhoff and Braslow criterion

For isolated 3D roughness element of height k, it has been
assumed for many years that the relevant parameter is a
characteristic Reynolds number based on the roughness
height : Rekk. It is often assumed that the value of Rekk
for which transition is triggered depends on the ratio
d/k. The corresponding critical Reynolds numbers are
plotted on figure and scale with (d/k)−

2
5 . We applied

our model to transition induced by isolated 3D rough-
ness element. In figure 4, we have plotted the numerical
evolution of the streaks amplitude 4(a) and the corre-
sponding value of the criterion, 4(b), u′v′/(νdU/dy). In
the computation, the roughness element has a diameter
of 5 [mm] and is placed at x0 = 0.2 [m] from the leading
edge. The upstream velocity is fixed to U∞ = 10 [m/s]
and the height of the roughness is progressively raised
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until triggering transition. Bypass transition occurs for
k = 1.15 [mm], such as d/k = 4.34 and Rekk ≈ 500 :
this is in close agreement with the value of Von Doenhoff
and Braslow. Moreover, we performed three additional
simulations, with roughness elements of 1 and 10 [mm]
placed at x0 = 0.04 and 0.4 [m] from the leading edge.
This time the height is fixed and the upstream velocity
is progressively increased so that streaks reached a suf-
ficient amplitude to trigger transition. The results are
reported with the Von Doenhoff and Braslow criterion
on figure . The agreement is good, in particular the evo-
lution Rekk, crit ∝

(
d
k

)−2/5 is uncovered.

5 Conclusion

The model proposed here has been calibrated and com-
pared with Fransson’s experimental data. It has then be
coupled with a Bypass transition criterion and provides
numerical results in close agreement with the Von Doen-
hoff and Braslow’s critical Reynolds number. Therefore,
transient amplification of Klebanoff modes appeared as
a convenient explanation for the early transition due to
3D roughness elements.
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The simultaneous presence of several different 
phases in external or internal flows such as gas, 
liquid and solid is found in daily life, environment 
and numerous industrial processes. These types of 
flows are termed multiphase flows, which may 
exist in different forms depending on the phase 
distribution. Examples are gas-liquid 
transportation, crude oil recovery, circulating 
fluidized beds, sediment transport in rivers, 
pollutant transport in the atmosphere, cloud 
formation, fuel injection in engines, bubble 
column reactors and spray driers for food 
processing, to name only a few. As a result of the 
interaction between the different phases such 
flows are rather complicated and very difficult to 
describe theoretically. For the design and 
optimisation of such multiphase systems a detailed 
understanding of the interfacial transport 
phenomena is essential. For single-phase flows 
Computational Fluid Dynamics (CFD) has already 
a long history and it is nowadays standard in the 
development of air-planes and cars using different 
commercially available CFD-tools. 

 

Due to the complex physics involved in 
multiphase flow the application of CFD in this 
area is rather young. These guidelines give a 
survey of the different methods being used for the 
numerical calculation of turbulent dispersed 
multiphase flows. The Best Practice Guideline 
(BPG) on Computational Dispersed Multiphase 
Flows is a follow-up of the previous ERCOFTAC 
BPG for Industrial CFD and should be used in 
combination with it. The potential users are 
researchers and engineers involved in projects 
requiring CFD of (wall-bounded) turbulent 
dispersed multiphase flows with bubbles, drops or 
particles. 
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