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The simultaneous presence of several different 
phases in external or internal flows such as gas, 
liquid and solid is found in daily life, environment 
and numerous industrial processes. These types of 
flows are termed multiphase flows, which may 
exist in different forms depending on the phase 
distribution. Examples are gas-liquid 
transportation, crude oil recovery, circulating 
fluidized beds, sediment transport in rivers, 
pollutant transport in the atmosphere, cloud 
formation, fuel injection in engines, bubble 
column reactors and spray driers for food 
processing, to name only a few. As a result of the 
interaction between the different phases such 
flows are rather complicated and very difficult to 
describe theoretically. For the design and 
optimisation of such multiphase systems a detailed 
understanding of the interfacial transport 
phenomena is essential. For single-phase flows 
Computational Fluid Dynamics (CFD) has already 
a long history and it is nowadays standard in the 
development of air-planes and cars using different 
commercially available CFD-tools. 

 

Due to the complex physics involved in 
multiphase flow the application of CFD in this 
area is rather young. These guidelines give a 
survey of the different methods being used for the 
numerical calculation of turbulent dispersed 
multiphase flows. The Best Practice Guideline 
(BPG) on Computational Dispersed Multiphase 
Flows is a follow-up of the previous ERCOFTAC 
BPG for Industrial CFD and should be used in 
combination with it. The potential users are 
researchers and engineers involved in projects 
requiring CFD of (wall-bounded) turbulent 
dispersed multiphase flows with bubbles, drops or 
particles. 
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Environmental Fluid Mechanics
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Chairman of Ercoftac’s Large Eddy Simulation Special Interest Group.
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Ever since images of Earth as a unique and iso-
lated spot in the universe became available from mis-
sions to the Moon some forty years ago, we have
realized more clearly the limitations of our habitat.
The recently developed Google-Earth system has in-
tensified and modernized this awareness. It brought
amazement about Earth’s natural beauty to the gen-
eral public, as well as impressed a sense of vulnera-
bility of our Planet as a single, highly connected and
interdependent system.

Accelerated climate change and the ever-
increasing pressure on the natural environment due to
human activities, provide a strong and timely incen-
tive for research in the field of environmental fluid me-
chanics (EFM). The nature of this problem area, and
the significant problems associated with precise field-
experimentation, place a strong emphasis on accu-
rate modeling and simulation, and, on physical scale-
experiments, to clarify basic transport mechanisms
and nonlinear interactions.

Turbulence plays a dominant role in questions re-
lated to environmental dispersion processes, includ-
ing heat and mass transfer in transport of sediment,
nutrients and toxic agents. The major difficulty in
such flows lies in the interaction of length- and time
scales of very different orders of magnitude, requiring
multiscale modeling of the phenomena. This field of
study requires integration of a variety of scientific and
engineering disciplines in order to achieve meaningful
contributions.

In this issue of the ERCOFTAC Bulletin several
recent developments in computational modeling and
physical experimentation relevant to EFM will be pre-

sented. The dispersion problem of aerosol in the at-
mosphere over urban areas is considered in two sep-
arate contributions (Castro and Xie (Southampton),
and, Grinstein, Bos and Dey (Los Alamos)). Vila and
Van den Dries (Wageningen) consider an extension
of this problem to reacting flows in a turbulent atmo-
spheric boundary layer. Gobert, Le Duc and Manhart
(TU Munich), and, Pospisil and Jicha (Brno) present
basic small-scale modeling for the motion of dispersed
particles in turbulent flow. Luethi et al. (ETHZ) dis-
cuss the effect of rotation on the 2D-3D structure
of turbulent flow, based on detailed particle track-
ing velocimetry (PTV); this is particularly impor-
tant for understanding transport processes on large
atmospheric and oceanic scales. Lakehal (Ascomp)
presents a computational study on the building-block
exchange process between the atmosphere and the up-
per layers of the oceans, which is an important area
of improvements of global climate models. On the
scale of coastal flows, Armenio and Roman (Trieste)
present a computational modeling study of dispersion
and exchange processes in the Bay of Trieste. Finally,
the general problem of sediment transport is illus-
trated by a contribution by Uijttewaal (Delft), focus-
ing on shallow mixing layers relevant to river systems,
and, by Baas and Best (Bangor and Illinois), present-
ing experimental findings on the motion of dense clay
suspensions over smooth and rough river beds.

It is hoped that the contributions in this ERCOF-
TAC Bulletin will stimulate further research and col-
laboration in Environmental Fluid Mechanics, and
thus contribute to answering challenges of modern
times in which we live.

www.ercoftac.org

ERCOFTAC Bulletin 78 3



LES for Modelling the Urban Environment
I.P. Castro & Z-T. Xie

School of Engineering Sciences, University of Southampton, UK.
i.castro@soton.ac.uk

1 Introduction

For many obvious reasons there is increasing interest
in being able to predict flow and pollutant dispersion
within urban environments, particularly regions like city
centres. Current meteorological codes used to compute
weather systems do not have grid sizes much below O(10)
km in the horizontal, with perhaps a few points vertically
within the atmospheric boundary layer. They are usually
also not designed to be able to cope with high topological
gradients (ground slopes). For these reasons, among oth-
ers, very different computational approaches are required
for computing flows at scales down to O(1)m, say, and
in regions containing very many (usually) sharp-edged
buildings. Such areas might have domain sizes of hun-
dreds of meters and have been termed ‘the street scale’
region (see [1], where it was also suggested that the en-
tire city domain be termed the ‘city scale’, with ‘neigh-
bourhood scale’ for regions in between street scale and
city scale). There are increasing numbers of full-scale
field campaigns in which velocities and concentrations
are measured within urban areas (see [13] for a recent
example). Whilst these can be extremely useful, they
are inevitably limited in terms of the data obtained and
the extent to which conclusions about the physical pro-
cesses can be unambiguously made. Computational ap-
proaches arguably have much greater potential in this
regard. However, even the most optimistic projections
of available computer power over the next few decades
suggest that it is very unlikely that a single computa-
tional tool could be created for accurate modelling of
such street scale regions simultaneously with complete
city scale regions, and beyond to mesoscale domains.

One of the UK Natural Environment Research Coun-
cil’s collaborative centres is the National Centre for At-
mospheric Science, whose Weather Directorate’s strat-
egy includes the objective of developing tools to allow
prediction of flow, turbulence and dispersion within ur-
ban environments. In 2004 a possible route towards
this goal was identified, having two major constituent
parts. It was recognised that (i) standard RANS mod-
elling was likely to be inadequate for street-scale flows,
(ii) LES techniques represented perhaps the lowest-order
approach which has any hope of capturing those gen-
uine unsteady features in such flows which crucially af-
fect dispersion processes, and (iii) modern commercially
available engineering-type codes have much more so-
phisticated numerics and meshing strategies than even
a decade ago, and have sophisticated pre- and post-
processor tools. So rather than developing new versions
of meteorological-type codes, the first part of the ap-
proach was to validate the use of commercially avail-
able codes FLUENT, STAR-CD or CFX for, initially,
neutrally stable street scale flows, using available exper-
imental data and (more limited) DNS data for boundary
layer flows over very rough surfaces comprising arrays
of cuboid obstacles. The second strand was to develop

appropriate ways of using the output from meteorolog-
ical codes (like the UK Met Office’s Unified Model) to
provide dynamic boundary conditions for the street scale
computation.

This paper presents some of our most important con-
clusions from the work undertaken thus far in the con-
text of the first of these two strands. We have found (i)
that, perhaps surprisingly at first sight, LES for flows
over such complex surfaces is in fact less technically de-
manding than for smooth surfaces at similar Reynolds
numbers (the flow dynamics are dominated by obstacle-
scale motions rather than thin boundary layers), (ii) that
a highly efficient filter technique can be used to provide
appropriate turbulence inlet conditions, and (iii) that the
overall approach can yield flow and concentration results
in good agreement with experimental data. §2 outlines
the basic numerical methods used and shows some typ-
ical validation results whilst §3 presents further results
for a generic urban-type surface. The final section, §4,
presents some results obtained for a real case an exten-
sive ‘street-scale’ region of central London for which flow,
turbulence and scalar concentration data are available
from both the site itself and a wind tunnel model.

2 Techniques and validation

In view of space limitations, only a brief description of
the numerical methods is given here; more extensive de-
tails can be found in [21], hereafter denoted by XC.

The filtered continuity and Navier-Stokes equations
are written as follows,

∂ui
∂xi

= 0
∂ui
∂t + ∂uiuj

∂xj
= − 1

ρ

(
∂p
∂xi

+ δi1 ∂〈P 〉∂x1

)

+ ∂
∂xj

(
τij + υ ∂ui∂xj

) (1)

The dynamical quantities, ui, p are resolved-scale
(filtered) velocity and pressure respectively and τij
is the subgrid-scale (SGS) Reynolds stress. δi1 is
the Kronecker-delta and υ is the kinematic viscosity.
∂ 〈P 〉 /∂x1 is the driving force, a constant streamwise
pressure gradient. For the sub-grid stresses the classical
Smagorinsky SGS model, or a very similar model dis-
cussed in [24], was used and in the near-wall region the
Lilley damping function was also applied. This reduces
the filter width within the viscosity-affected region so
that energy-carrying eddy sizes scale appropriately.

For complex geometries like those in view here, where
multiple separation and attachment processes occur, it
is impossible to satisfy the common criterion that the
distance between the centroid of the first cell in (local)
wall units should be of order unity. However, one of the
conclusions of our earlier work is that this is, in fact, not
necessary. A typical urban-like surface is shown in fig-
ure 1 and it turns out that the drag of such surfaces is
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almost entirely form drag. The turbulent motions gener-
ated at scales of O(h), where h is an appropriate dimen-
sion of the typical roughness element, are dominant and
it is not necessary to resolve fine details of the individual
(and very thin) boundary layers on each of the element
surfaces. This means, too, that applying standard wall-
law conditions (i.e. log-law parameters for the near-wall
points) is quite adequate, even though it is fundamen-
tally inappropriate as there are probably very few, if any,
regions on the element surfaces where log-law conditions
actually apply in practice.

Figure 1: Random height roughness array.

However, it is necessary to resolve each of the rough-
ness elements adequately (see also [20, 11, 12]). XC
showed that, in the context of a staggered array of cu-
bical elements (arranged as in fig.1 but with each ele-
ment a cube of height h), structured meshes, uniform in
the region of the roughness elements, with around 15-20
nodes over the height of the cube, yielded mean velocity,
surface pressure and turbulence data in good agreement
with both experimental data and fully-resolved DNS re-
sults [3]. We will show below results of computations for
the surface shown in figure 1. A computational domain
embodying four of the complete units shown in figure 1
was used, in a 2x2 arrangement, with the oncoming flow
normal to the elements at the top of the view and pe-
riodic conditions applied in the streamwise and lateral
directions. Note that each of the four units contains 16
elements, whose heights are distributed normally, with a
standard deviation of 0:3h where h is the average height
of the elements. Experimental data are available for this
surface from a comprehensive programme of measure-
ments in a wind tunnel boundary layer developing over
the surface (with h = 10mm, [2]). Stress free conditions
were applied at the top of the domain, which was at
z/h = 10, where z = 0 is the bottom surface. The com-
putations thus represented fully-developed flow in a half-
channel - practically easier to compute than a boundary
layer flow and common in LES computations of atmo-
spheric boundary layers (e.g. [16, 19]). If the emphasis
is on the roughness sub-layer and canopy regions, chan-
nel computations with a domain height not too dissimilar
to the experimental boundary layer thickness are quite
adequate (see also XC).

For time-stepping, a second-order backward implicit
scheme was used with a time step of 0.002T (T = h/uτ
where uτ is the usual friction velocity appropriate for
the entire surface - related therefore to the total sur-
face drag). The initial duration of most of the runs
was 150T , whereas the subsequent averaging duration
for all the statistics was approximately 300T . [3] found
that for their array of uniform cubes, with a spanwise

domain size of 8h, the converging flow contained quite
strong, large-scale structures having longitudinal vortic-
ity. These rolls, typically having a spanwise wavelength
of about 4h, gave rise to significant dispersive stresses
(i.e. stresses which arise from spatial inhomogeneities in
the time-averaged fields) and adequate time-averaging
was necessary to resolve statistics unequivocally (i.e. to
reduce these dispersive stresses to zero above the near-
wall region). They found that an averaging time of about
400T was necessary. For the present surface, there was
little evidence of such rolls, partly no doubt because of
the more random nature of the surface but also perhaps
because the spanwise domain was limited to two repeat-
ing units (compared with four in [3] and see also [5, 6]).
So the 300T averaging time in the present case was quite
suffcient for obtaining converged statistics.

For spatial differencing we used either a deferred cor-
rection second-order central scheme (for the hexahedral
mesh run with FLUENTv.6) or the second-order mono-
tone advection and reconstruction scheme (MARS, for
the polyhedral mesh used with STAR-CD4). The former
employed 2.3 million cells, with 16x16x16 per hxhxh in
the near-wall region, and the latter had 1.3 million cells
with 13x13x13 per hxhxh in the near-wall region. It must
be emphasized that provided discretisation of all terms in
Eq.(1) was at least second-order accurate in both space
and time, results did not depend perceptibly on the par-
ticular LES code employed, nor indeed on the particular
mesh chosen provided there was enough resolution in the
wall region (as discussed above, with smallest grid sizes
no greater than around 0:06h near the building edges).
It is known that polyhedral meshing is much more flexi-
ble than the alternatives for complex geometries and it is
also more accurate and less memory consuming than the
widely used tetrahedral mesh (see, for example, [17] and
note also [4]). Figure 2 shows views of the two meshes
used in obtaining the results discussed below.

(b)

(a)

Figure 2: Side-views of meshes, from a vertical-
transverse cut across the tallest element. (a): hexahedral
mesh; (b): polyhedral mesh.
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Figure 3: Vertical profiles of spatially averaged mean ve-
locity (a), axial velocity r.m.s. (b).
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Figure 4: Vertical profiles of spatially averaged vertical
velocity r.m.s. (a) and Reynolds shear stress (b). Open
circles refer to the experimental data but have the or-
dinate scaled by boundary layer thickness, δ=10 rather
than h.

As an example of the extensive validation process un-
dertaken for arrays of both cubical obstacles and the
random-height array shown in figures 1, 3 & 4 plot
the spatially averaged mean streamwise velocity, velocity
r.m.s. and the Reynolds shear stress profiles for the latter
case. Periodic conditions were used for inlet and outlet
conditions and symmetry at the upper boundary, as dis-
cussed earlier. Note that the boundary layer thickness
over the wind tunnel array was 137mm, while the depth
of the computational domain is 100mm. This causes in-
evitable differences in the upper region of the domain
for the quantities involving the vertical velocity fluctu-
ations (i.e. wrms and u′w′). Normalising the height by

the boundary layer thickness (or domain height) leads to
much closer collapse, as shown in figure 4. We empha-
sise here that although profiles over the entire domain
height must clearly depend on the domain height - the
latter is essentially a half-channel height - the flow in the
roughness sublayer is not strongly dependent on domain
height. This was demonstrated in [3] and it allows sensi-
ble comparisons with the near-surface region of bound-
ary layer flows over the same roughness, provided the
boundary layer thickness is not too much smaller than
the computational domain height. Notice also that the
sub-grid contributions to the r.m.s. velocities are not
insignificant; in figure 3b, for example, good agreement
with experiment is obtained only once the sub-grid stress
component is included. It is worth mentioning the rather
subtle point that whilst it is not possible to calculate the
sub-grid energy from the sub-grid stress tensor (whose
trace is zero), one can approach the matter the other way
around and estimate the sub-grid energy posthoc using
the sub-grid model which is supposed to represent the
unresolved portion of the energy spectrum. This is what
was done to deduce the additional contributions provid-
ing the (estimated) total stresses and energy in the figure
3, but we emphasise that it is not strictly exact.

Results obtained within the canopy region (for ar-
rays of cubical obstacles) and axial velocity energy spec-
tra (see [21]) confirmed the deduction made from earlier
experimental measurements, that at least as far as the
large-scale dynamics which determine the surface drag
are concerned, flows over surfaces of these kinds are es-
sentially Reynolds number independent. This is a very
different situation than obtains for smooth-surface flows
which, as is well-known, provide a severe test for LES
approaches; unless the grid is fine enough to allow vir-
tually a DNS-type resolution, some kind of matching to
a near-surface RANS approach, or equivalent, has to be
employed to surmount the difficulty.

Using LES for typical practical situations (as illus-
trated later) exacerbates the difficulties posed by hav-
ing to supply appropriate boundary conditions. Periodic
conditions (in the axial direction) are not appropriate
for spatially developing flows and, even if the upstream
flow may be taken as essentially steady, one requires an
efficient method of inserting appropriate small-scale tur-
bulence at the upstream boundary at each time step. A
number of methodologies have been developed to achieve
this, including ‘modified periodic’ methods (e.g. [15]),
techniques based on proper orthogonal decomposition
[10, 8, 18], and synthetic turbulence generation, usually
based on filtering methods (e.g. [14]). Many of these are
quite expensive in terms of the overheads in computing
time needed just to provide inlet conditions.

We have developed a very efficient and fully three-
dimensional version of a filter method [22]. It in-
volves supplying appropriately chosen vertical profiles of
Reynolds stresses and integral length scales and, in tests
using classical turbulent channel flows, was shown not
only to be very much more time-efficient than the near-
est equivalent previously published [14] but also more
efficient in terms of generating fully developed channel
turbulence in as short an axial fetch as possible. The
computational efficiency arises specifically through as-
suming an exponential form for the spatial correlation
coefficients, so that the new fluctuating velocity field at
each time step can be efficiently formed as an appro-
priate combination of the previous time step’s field and
a new 2D filtered random field. In fact, at all but the
smallest scales, an exponential correlation is rather more
physical than alternative forms like the commonly used
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Gaussian, so the method is also more physically appeal-
ing than many alternatives. As an example of results
obtained with the method figure 5 shows profiles of axial
mean velocity and rms turbulence, compared with ex-
perimental data, for the case of a staggered 25% area
coverage array of cubes in a channel. The computations
used either periodic conditions or the new, efficient fil-
ter method for supplying inlet turbulence (with stan-
dard zero-gradient conditions at the downstream bound-
ary). Appropriate in flow stress profiles were used, with
considerably simplified profiles of integral length scales
(Lx,Ly,Lz for the axial velocity). The results are not
very sensitive to the precise values of these scales - chang-
ing all three by a factor of two has only marginal effect on
the turbulence (fig.5b). However, if they are not specified
at all, so that the inlet turbulence has no genuine spatial
structure, then the turbulence decays rapidly. Specify-
ing only axial structure via an enforced Lx profile (i.e.
with no cross-stream structure so that Ly,Lz are both
zero, as done in [9]) is also clearly insufficient. With
sensible choices, based on experimental data, the turbu-
lence levels are close to those obtained assuming periodic
boundary conditions. The full methodology and valida-
tion experiments are presented in [22].
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Figure 5: Influence of integral length scale on mean ve-
locity and turbulence at a typical location though a stag-
gered array of cubes. The domain was 16h in length and
4hx4h in cross-section.

3 Further results for a generic surface

A number of interesting features have been identified
from the LES results obtained over the generic urban-
type surface represented by the random-height array
shown in figure 1. We comment here on two of these.
Firstly, LES allows mean and fluctuating information on
the element (building) surface pressures to be obtained.
Figure 6 shows mean surface pressures and it is immedi-
ately clear that the four tallest elements (one in each of
the four identical units within the domain, see §2) expe-
rience significantly higher surface pressures on the front
face than experienced by the other elements. In fact, it
turns out that 22.4% of the total surface drag is provided
by these tallest elements - very much higher than might
be anticipated solely on the basis of their contribution
to the total frontal area ‘seen’ by the flow. Figure 7
shows variations of the front-to-back pressure difference
on each of the 16 elements within one unit, which em-
phasises the relatively large pressures on the tallest ele-
ment. Although scalar concentration computations and
results cannot be discussed in detail here, figure 6 in-
cludes an example of such data: time-averaged pathlines

for scalar sources located within the roughness canopy.
Time-dependent versions of these are also available of
course, and this provides a major motivation for using
a genuinely unsteady method like LES for such flows -
RANS computations cannot in principle (and do not in
practice) yield adequate results of this type.

Figure 6: Surface static pressure contours for the array
shown in figure 1.

Figure 7: Normalised profiles of laterally integrated pres-
sure difference between front and back faces of the ele-
ments.

Secondly, it was found that details of the flows around
each element are very dependent on element size and lo-
cation and can be crucially different from those that oc-
cur over isolated obstacles. Figure 8 shows mean velocity
vectors on a horizontal plane at z/h = 0.5 (i.e. in the
middle of the canopy region) and on a vertical plane be-
hind the tallest element. Just outboard from the sides
of the latter the flow contains a counter-rotating vortex
pair, indicated in the bottom view. The sense of the ro-
tation is opposite to what would normally occur for an
isolated object of the same shape, for which the cross-
stream circulations have the same sense as those in a
trailing vortex system behind, for example, a delta wing.
The reason for the difference can be identified by con-
sidering the flows induced by the somewhat lower (but
not equal height) elements located just downstream but,
in any case, the results emphasise that even the quali-
tative behaviour of the flow around a particular object
surrounded by others may be entirely different from what
might be expected. Detailed studies of the nature of the
flow within the canopy region can be found in [5, 23].
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Figure 8: Mean velocity vectors (U, V ) at z = 0.5h (top,
flow is from top to bottom) and (V,W ) on the vertical
plane just behind the tallest element (bottom, looking up-
stream). Only a small section of the full computational
domain (four of the complete 16-block units illustrated in
fig.1) is shown. Element heights (in mm) are shown in
the upper figure.

Figure 9: The DAPPLE site in London (top) and a plan
of the 1:200 scale wind tunnel model used at the EnFlo
laboratory, University of Surrey (bottom). Note the ar-
row at bottom left, indicating the mean wind direction.
Coordinate dimensions are in mm, with roof heights in-
dicated on each building.

4 A practical case

We conclude by presenting results from an LES compu-
tation of the flow and dispersion over an area of London
surrounding the Marylebone Road. This was a site used
for an extensive field campaign, with dispersion from var-
ious point sources measured at numerous locations under
various wind conditions (also measured). A full wind-
tunnel model was constructed, allowing a more compre-
hensive set of data to be obtained for the same source
and (simulated) wind conditions. Details can be found at
www.dapple.org.uk and a sample publication discussing
flow field measurements is [7]. Our computation used a
polyhedral mesh of about 1.5 million cells with the small-
est ones (adjacent to building surfaces) of around h = 16
where h is, again, the average building height. The in-
let turbulence generation scheme described earlier was
used, with symmetric conditions at the lateral bound-
aries and a stress-free boundary at the top (z = 10h).
No ‘tweaking’ of the inlet turbulence profiles was done;
we simply employed profiles appropriate for the simu-
lated atmospheric boundary layer upstream of the wind
tunnel model. Figure 9 shows a Google map of the ac-
tual site, along with a plan of the wind tunnel model, and
figure 10 shows the surface mesh. Because of the much
greater detail in the wind tunnel database the computa-
tions simulated the wind tunnel situation, using the same
Reynolds number and wind direction (shown in figure 9).

Figure 10: A section of the polyhedral mesh topology at
the ground surface of the computational domain.
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Figure 11: Velocity (a) and turbulence shear stress (b)
profiles at the Marylebone Road - Gloucester Place inter-
section. Experimental data is from LDA measurements.

Two sets of results are shown - vertical profiles of
velocity and turbulence at the intersection of Maryle-
bone Road and Gloucester Place, figure 11, and the mean
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scalar concentration at pedestrian height, figure 13, aris-
ing at various locations (shown in figure 12) downwind of
a steady source positioned at pedestrian height (0.07h,
also identified in figure 12). Note first, from figure 11,
that there is encouragingly good agreement between ex-
periment and computations for all components of mean
velocity and Reynolds stresses. Similar agreement was
evident elsewhere in the domain. One of the major mo-
tivations for the DAPPLE programme was to acquire
scalar concentration data for known meteorological con-
ditions, to allow testing of modelling approaches. So the
crucial question in the present context is whether LES
yields adequate concentration data. Figure 13, which in-
cludes results from corresponding RANS computations,
demonstrates that it does. Indeed, it is perhaps remark-
able that the time-averaged (normalised) concentrations
agree so well with measured values over nearly four or-
ders of magnitude. Note particularly that RANS ap-
proaches do not yield such good agreement - there can
be differences as great as an order of magnitude at par-
ticular locations. Careful scrutiny of all the data showed
that this was partly because RANS does not capture the
detailed unsteady nature of the flow within the canopy,
which is crucial in determining the dispersion processes.

W
in

d

Source

Figure 12: Plan of the field site. The major intersec-
tion is shown with a cross at left and the source location
is also shown - bottom left. Wind tunnel (and field) re-
ceptor locations are numbered R1-10 and shown in the
plan, except R8, which is further down Marylebone Road
beyond the top right of the view.
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source.

It is concluded that appropriately designed LES ap-
proaches have great potential for modelling environmen-
tal flows, particularly perhaps those in urban environ-
ments. Whilst space has not permitted a discussion of
how these street-scale computations can be driven by
large-scale fluctuations arising from mesoscale processes,
we have already implemented a scheme allowing such
fluctuations to drive the input turbulence formulation.
There is also, it seems, great promise for this important
aspect of the overall approach.
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Abstract

It is unlikely that we will ever have a deter-
ministic predictive framework for the study of
flows in urban scale scenarios purely based on
computational fluid dynamics. This is due to
the inherent difficulty in modeling and validat-
ing all relevant physical sub-processes and ac-
quiring all the necessary and relevant boundary
condition information. On the other hand, this
case is representative of very fundamental ones
for which whole-domain scalable laboratory (or
field) studies are impossible or very difficult, but
for which it is also crucial to develop predictabil-
ity. In this paper, we discuss a framework for de-
tailed dispersal predictions in urban and regional
settings based on effective linkage of strong mo-
tion codes - capable of simulating detailed en-
ergetic and contaminant sources, and large-eddy
simulation - capable of emulating contaminant
transport due to wind and turbulence fields in
built-up areas. Challenging technical aspects of
the simulation approach are outlined and recent
progress is reviewed in this context.

1 Introduction

Hazardous chemical, biological, or radioactive (CBR)
releases in urban environments may occur (intention-
ally or accidentally) during urban warfare or as part
of terrorist attacks on military bases or other facili-
ties. The associated contaminant dispersion is complex
and semi-chaotic. Urban predictive simulation capabil-
ities can have direct impact in many threat-reduction
areas of interest, including, urban sensor placement
and threat analysis, contaminant transport (CT) ef-
fects on surrounding civilian population (dosages, evacu-
ation, shelter-in-place), education and training of rescue
teams & services, onsite contaminant mitigation, assess-
ing strategies, pyroclastic flows (visibility), and predict-
ing CT from targets or missile intercepts. Detailed simu-
lations for the various processes involved are in principle
possible, but generally not fast.

Predicting urban airflow accompanied by CT
presents extremely challenging modeling requirements
[1]. Because of the configurations with very complex
geometries and unsteady buoyant flow physics involved,
the widely varying temporal and spatial scales quickly
exhaust current modeling capabilities. Crucial techni-
cal issues include both, turbulent fluid transport and
boundary condition modeling, and post-processing of
the simulation results for practical consequence manage-
ment. Relevant fluid dynamic processes to be simulated
include, detailed energetic and contaminant sources,
complex building vortex shedding, flows in recircula-
tion zones, and modeling dynamic subgrid-scale (SGS)
turbulent and stochastic backscatter. The simulation

model must also incorporate a consistent stratified ur-
ban boundary layer with realistic wind fluctuations, so-
lar heating including shadows from buildings and trees,
aerodynamic drag and heat losses due to the presence of
trees, surface heat variations and turbulent heat trans-
port.

Because of the short time spans and large air volumes
involved, modeling a pollutant as well mixed globally is
typically not appropriate. It is important to capture the
effects of unsteady, buoyant flow on the evolving pollu-
tant concentration distributions. In typical urban sce-
narios, both particulate and gaseous contaminants be-
have similarly insofar as transport and dispersion are
concerned, so that the contaminant spread can usually
be simulated effectively based on appropriate pollutant
tracers with suitable sources and sinks. In some cases,
the full details of multi-group particle distributions are
required. In such cases, additional physics to be mod-
eled includes particulate fall-out, as well as deposition,
re-suspension and evaporation of contaminants.

Other crucial issues in the urban CT simulation pro-
cess include, modeling building damage effects due to
eventual blasts, addressing appropriate regional and at-
mospheric data reduction, and, feeding practical output
of the complex combined simulation process into ‘urban-
ized’ fast-response models - capable of translating flow
and atmospheric variability into local (neighborhood)
CT variability. Despite the inherent physical uncertain-
ties and model trade-offs some degree of reliable predic-
tion of CT within urban areas appears to be possible
(e.g.[2]).

The industrial-standard for plume prediction technol-
ogy presently in use is based on idealized sources, rough
urban canopy models, and gaussian similarity solutions
(‘puffs’) - originally intended to model effects of large
scale flow dynamics over flat terrain. Diffusion is used in
such models to emulate the effects of turbulent disper-
sion caused by complex building geometry and by wind
gusts of comparable and larger size. Plume/puff models
provide fast but unrealistic predictions for typical urban
scenarios (e.g.[3]) where they cannot capture dispersal
driven by inherently unsteady vortex dynamics. A prac-
tical example is given in Figure 1, showing simulated CT
in Times Square, New York City (from [4]). The figure
depicts the so-called fountain effect occurring behind tall
buildings. The fountain effect is the systematic migra-
tion of contaminant from ground level up the downwind
side of buildings followed by continuous ejection into the
air flowing over their tops. It has been observed in field
experiments [5] and reported in wind tunnel studies [6],
and is believed to be driven by arch vortices [7] lying
behind the buildings (Figure 2).

ERCOFTAC Bulletin 78 11



2 Urban Flow Simulation

The advantages of the computational fluid dynamics
(CFD) representation to simulate CT transport and dis-
persion, include the ability to quantify complex geometry
effects, to predict dynamic nonlinear processes faithfully,
and to treat turbulent problems reliably in regimes where
experiments, and therefore model validations, are impos-
sible or impractical. Solving for urban flow and disper-
sion is a problem for time-dependent, aerodynamic CFD
methods. Computing urban aerodynamics accurately is
a time-intensive, high-performance computing problem.
Using this technology for the emergency assessment of
blasts, industrial spills, transportation accidents, or ter-
rorist CBR attacks requires very-tight time constraints
that suggest simple approximations, which unfortunately
produce inaccurate results.

Unavoidable trade-offs demand choosing between fast
(but inaccurate) and much slower (but accurate) models.
Relevant time domains can be identified which require
appropriate corresponding time-accurate (‘full physics’)
simulation codes, involving physical processes that oc-
cur in microseconds-to-milliseconds, and seconds-to-one-
hour ranges. Target codes (strong-motion and LES, re-
spectively, discussed below) for these domains are in-
tegrated with appropriate mesoscale / atmospheric re-
duced data. Linking codes between the various time do-
mains allows the results of one to be used as the initial
conditions for the next. The suite of full-physics sim-
ulations is used to develop source term, buoyant rise,
and flow field parameterizations in urban environments
for later use with fast-response high-fidelity analytical
model tools (e.g.[5,8]).

2.1 Energetic and Contaminant Source Modeling

Early-time phenomenology during explosive release of
contaminants includes shock wave propagation and ma-
terial flow at peak pressures that may be 105 or more
times ambient atmospheric pressures. The upward ma-
terial velocities in the resulting fireball may be super-
sonic and deformations large. Fireballs even for large
chemical explosions may not equilibrate with the sur-
rounding atmosphere until reaching the tropopause far
above any urban skyline. Building and ground mate-
rials can be fragmented and entrained in the flow be-
ing released as suspended atmospheric particles. The
CASH strong motion code [9] includes appropriate meth-
ods for accurately modeling explosions, including state-
of-the-art models for high explosive performance, and
for the deformation and failure of other materials. It can
model shock wave propagation in the atmosphere and the

ground. CASH utilizes a lagrangian hydrodynamic solu-
tion method as its base solver, and also contains an ar-
bitrary Lagrangian-Eulerian solver. While it can model
many aspects of solid deformation and failure, the de-
tailed generation of rubble and dust during fragmenta-
tion of building materials due to blasts remains poorly
understood. Consequently, we are also investigating the
use of codes based on particle and discrete element meth-
ods to understand and capture the phenomenology of
this latter process. Principal among these is CartaBlanca
[10], which uses the material point method and provides
promising results on a number of related problems. Re-
gardless of which code is being employed, a calculation
is run until shock strength and deformation effects are
small enough to map to the dispersal code for the re-
mainder of the simulation.

Figure 2: Arch vortices governing the flow dynamics past
a surface mounted cube [7].

2.2 The LES Approach for Urban Contaminant
Transport

Direct numerical simulation (DNS) - resolving all rel-
evant space/time scales - is prohibitively expensive for
most practical flows at moderate-to-high Reynolds num-
ber, and especially so for urban CT studies. On the other
end of the CFD spectrum are the standard industrial
methods such as the Reynolds-Averaged Navier-Stokes
(RANS) approach which simulate the mean flow and ap-
proximately model the effects of turbulent scales. These
are generally unacceptable for urban CT modeling be-
cause they are unable to capture unsteady vortex-driven
plume dynamics. LES [11] constitutes an effective inter-
mediate approach between DNS and the RANS meth-
ods. LES is capable of simulating the key unsteady
flow features that cannot be handled with RANS (or
gaussian plume methods) and provides higher accuracy
than RANS. In LES, the large energy containing struc-
tures are resolved whereas the smaller, presumably more

Figure 1: CT from an instantaneous release in Times Square, New York City as predicted by the FAST3D-CT MILES
model (from [4]). Concentrations shown at 3, 5, 7 and 15 minutes after release. The figure demonstrates the typical
complex unsteady vertical mixing patterns caused by building vortex and recirculation patterns, and predicts endan-
gered regions associated with the particular release scenario. Vortex dynamics driven CT can not be captured by
plume/pluff modeling.
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isotropic, structures are filtered out and unresolved SGS
effects are modeled.

Adding to the physics based difficulties in develop-
ing and validating SGS models for LES, are truncation
terms due to discretization that are comparable with
SGS models in typical LES strategies [12]. LES reso-
lution requirements can thus become prohibitively ex-
pensive for practical flows and regimes. Implicit LES
(ILES, MILES) [13] effectively address the seemingly in-
surmountable issues posed to LES by under-resolution,
by relying on the use of SGS modeling and filtering pro-
vided implicitly by physics capturing numerics. Popu-
lar high-resolution finite-volume numerics such as flux-
corrected transport (FCT), piecewise-parabolic method,
and hybrid algorithms are typically used for ILES. ILES
theoretical analysis focuses on the modified flow equa-
tions satisfied by the numerically calculated solutions,
which provide the framework to reverse engineer physi-
cally desirable features into the numerics design. Recent
Taylor-Green Vortex studies using ILES, LES, and DNS
[14] demonstrate robust capabilities of ILES in simulat-
ing transition to turbulence and turbulence decay (e.g.
Figure 3). Extensive ILES verification and validation
studies of turbulent flows in areas of engineering, geo-
physics, and astrophysics has been reported [13].

Figure 3: Flow visualizations ranging from the initial
Taylor-Green vortex configuration at t∗ = 0, to transi-
tion (t∗ ∼ 9) to increasingly organized smaller-scale vor-
tices (top row), and then to fully developed (disorganized)
worm-vortex flow characteristic of turbulence (t∗ > 30),
from [15].

The ILES urban CT model discussed here is the
FAST3D-CT code. It involves a scalable, low dissipa-
tion, 4th order phase-accurate FCT convection algorithm
[2], implementing direction-split convection, 2nd-order
predictor-corrector temporal integration, and time-step
splitting techniques. The relevant system of equations
for the problem under consideration involves the time-
dependent buoyant flow equations for mass and momen-
tum conservation,
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂t(ρ) + div(vρ) = 0
∂t(ρv) + div(ρv⊗ v) = div(S)− grad(P ) + f

fx = fy = 0; fz = ρg(1− T/To)
∂t(Θ) + v · grad(Θ) = αh∇2Θ
∂t(ηi) + v · grad(ηi) = 0, i = 1, . . .

where ρ is the mass density, v is the velocity field, S is
the viscous stress, g is the acceleration due to gravity, T
and Θ denote fluid and potential temperatures, respec-
tively, αh denotes molecular heat diffusivity coefficient,
and the ηi are pollutant concentration tracers model-
ing different contaminants and/or release scenarios. The

flow equations must be supplemented with an equation
of state, appropriate inflow, outflow, and wall boundary-
condition models. The unsteady equations can be closed
with an ideal-gas equation of state and the relationship
between fluid and potential temperatures (e.g.[15]). The
potential temperature has the convenient property of be-
ing conserved during vertical movements of a gas parcel,
provided heat is not added or removed during such ex-
cursions; in this way, the said parcel can be identified or
labeled by its potential temperature. The model uses
rough-wall-boundary condition models for the surface
stress and the heat transfer from the walls, and convec-
tive conditions at outflow boundaries. Other required
physical models include the ability to emulate multi-
phase flows, particulate transport dynamics, seasonally-
adjusted drag and heat transfer effects due to trees, so-
lar heating effects, and stochastic turbulent backscatter
(e.g.[2]).

2.3 Progress Linking Strong Motion and Disper-
sal Codes

In the type of simulations represented by the dispersal of
contaminants due to an energetic release of energy in an
urban environment, no one code can adequately simulate
the full range of physics involved, nor should a user want
that to be the case. Codes such as CASH and FAST3D-
CT have been specifically developed to simulate very pre-
cise ranges of the relevant physics. CASH has the ability
to simulate the strong motion regime where shocks are
present due to an energetic source (such as a high explo-
sive) but is not able to do the dispersal of contaminants
in the atmosphere over a the size of a typical urban set-
ting. On the other hand FAST3D-CT is not able to han-
dle shocks or solid material descriptions. The solution we
have proposed is to use results of a strong motion code
(e.g., CASH) as detailed initial-condition energetic and
contaminant sources to the dispersal code (e.g. FAST3D-
CT) at a time when shocks are no longer present or re-
duced to neglible levels. The calculations then proceed as
in a regular dispersal simulation. We have been able to
establish such a link using an early version of FAST3D-
CT [16] to simulate flow over a flat terrain (e.g. Figure
4). Using a FAST3D-CT restart file with an ambient log-
arithmic atmospheric boundary layer (ABL) profile, we
overwrite a cylindrical sub-volume with the results from
a 2D axially-symmetric simulation of the detonation of
a 1-ton high explosive source at 2m above ground level
at a time when the physics of the CASH simulation is at
levels appropriate for FAST3D-CT to use (to = 3.5sec).

2.4 Urban Geometry Specification

An efficient and readily accessible data stream is used to
specify the building geometry database. High-resolution
(1m or smaller) vector geometry data is typically avail-
able for many major cities. From this data, building
heights are determined on a regular mesh of horizon-
tal locations with relatively high resolution (e.g. 1m).
Similar tables for terrain, vegetation, and other land use
variables can be extracted. These tables are interrogated
during the mesh generation to determine which cells in
the computational domain are filled with building, veg-
etation, or terrain. This process is a very efficient way
to convert a simple geometric representation of an ur-
ban area to a computational grid. A grid-masking ap-
proach is used to indicate which computational cells are
excluded from the calculation as well as to determine
where suitable wall boundary conditions are to be ap-
plied.
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Figure 4: Linked simulations from strong-motion and
dispersal codes are visualized in terms of temperature dis-
tributions; color mapping is linear between 293oK (blue)
−550oK (red).

2.5 Atmospheric Boundary Layer Specification

The ABL characterization upwind of the finite urban
computational domain directly affects the boundary-
condition prescription required in the simulations. Nu-
merical sensitivity studies show that wind fluctuation
specifics are major factors in determining urban CT. The
important length scales (tens of meters to kilometers)
and time scales (seconds to minutes) in wind gusts can
be resolved easily by CFD models that accurately re-
solve the buildings. However, single-point statistical flow
data from laboratory experiments and field trials is typi-
cally inadequate and/or insufficient to fully characterize
the ABL conditions used in the urban flow simulation
model. Calibration of deterministic models for evolving
realizations of upstream flow fluctuations in the ABL
have recently used data from urban model wind-tunnel
experiments [4].

2.6 Predictability

Establishing the credibility of the solutions is one of the
stumbling blocks of urban CFD simulations. The goal
of validating a numerical model is to build a basis of
confidence in its use and to establish likely bounds on
the error that a user may expect in situations where
the correct answers are not known. A primary difficulty
is the effective calibration and validation of the various
physical models since much of the input needed from ex-
perimental measurements of these processes is typically
insufficient or even nonexistent. Further, even though
the individual models can all be validated separately,
the larger problem of validating the overall simulation
code has to be tackled as well. Validation studies with
experiments require well-characterized datasets with in-
formation content suitable to initiate and evaluate un-
steady simulation models as well as the cruder steady-
state models. In principle, such high-quality datasets
can be made available using urban models in the con-
text of carefully controlled and diagnosed wind-tunnel
experiments. Finally, a crucial convergence issue needs
to be addressed here: the fact that grid independence
can only be truly pursued in the context of DNS. Solu-
tions associated with different resolutions correspond to
selecting correspondingly different values of some charac-
teristic effective Reynolds number (e.g. [14]). Some sort

of convergence on large-scale measures is expected in the
high-Re limit, but faster coherence breakdown with in-
creasing resolution (effective Re) unavoidably occurs as
finer dynamical features are allowed to contribute and
affect the larger scales. This difficulty is actually inher-
ent to any LES approach (and to ILES in particular),
given that the smallest characteristic resolved scale is
determined by a resolution cutoff wavelength prescribed
by a spatial-filtering process - irrespective of whether
the characteristic filter-length is or not itself resolved by
grid resolution. Moreover, SGS modeling issues typi-
cally cannot be meaningfully addressed independently of
other crucial aspects controlling simulation performance,
i.e. boundary condition and other modeling used for the
various physical sub-processes. The observational simu-
lation process - as determined by all models involved - is
unavoidably intrusive, and appropriate verification and
validation metrics have to be identified.
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1 Introduction

Studying turbulent reacting flows in the atmospheric
boundary layer (ABL), namely the lowest region of the
troposphere influenced by the Earth’s surface, is chal-
lenging due to the strong interactions of dynamics, radi-
ation, phase changes and chemical transformations. In
particular, the role of ABL clouds in atmospheric dis-
persion and chemistry is still not well understood. The
presence of shallow cumulus in the atmospheric bound-
ary layer modifies the transport, turbulent mixing and
reactivity of chemical species. Vertical transport is en-
hanced in the cloud layer by the buoyant convection asso-
ciated to latent heat release in the condensation process
at cloud formation. As a result, reactants emitted at the
surface reach higher altitudes (up to 3 to 4 km depend-
ing on surface forcing and free troposphere conditions)
compared to the vertical distribution on clear boundary
layer (limited by the ABL growth). While in the sub-
cloud layer, reactants are well mixed, in the cloud layer
the variability quantified by the reactant co-variances in-
dicates the difference in the turbulent characteristics be-
tween clouds (highly turbulent) and their environment
(minimum levels of turbulence). Finally, scattering of
radiation by cloud droplets perturb the photolysis rates
enhancing the values at cloud top and decreasing them
below cloud compare to the clear sky situation.

In this research, we present numerical experiments
carried out using the Dutch Atmospheric Large-Eddy
Simulation (DALES) [4] to investigate the interaction
of these processes on the daily ozone production. By
including a semi complex chemical mechanism for the
O3−HOx−NOx−CO system, we are able to reproduce
the vertical and diurnal variation of ozone and related
species. Emphasis is placed on studying: (a) the effect of
the dilution and enhanced vertical transport by shallow
cumulus convection, (b) the evolution of the reactants in
the sub-cloud layer and in the cloud layer and their net
transport and (c) the study of potential departures of
chemical equilibrium due to the presence of clouds. This
research extends the previous simulation of the influence
of shallow cumuli over land on a the simple chemical
mechanism composed by the triad NO−O3−NO2 [10].

2 Dynamics

The study is based on the meteorological situation de-
scribed by [1]. A cloudy boundary layer characterized
by the presence of clouds was observed on 21 June 1997
at the Southern Great Plains site of the Atmosphere Ra-
diation Measurement (ARM). Based on the surface and
the upper air observations, [1] proposed an idealized ex-
periment to study the dynamics of shallow cumulus over
land. Our simulation is based on exactly the same do-
main size and discretization and the same surface forc-

ing. The diurnal variation of the surface turbulent fluxes
yields the formation of unsteady shallow cumulus.

Figure 1: Initial vertical profiles of (a) wind speed (U-
component), (b) liquid water potential temperature, (c)
specific humidity, (d) O3 and CO mixing ratios, (e) RH
and (f) NO, NO2, 10*HO2 and 1000*OH mixing ra-
tios.

The initial vertical profiles for the wind component U,
potential temperature and specific humidity are shown at
figure 1a 1b and 1c. The liquid water potential temper-
ature and specific moisture profiles are the same as the
one prescribed by [1] with the only difference to have
a less stable profile (γθ=1.7 K/km) between 1300 and
2500 m (see figure 10a at [1]). By doing so, we are able
to enhance the vertical growth rate of the cloud layer.
Moreover, the only external forcing prescribe is a west-
erly wind equal to 10 ms−1. Note that this forcing id
dependent on the horizontal pressure differences. The
small external tendencies representing the advection of
heat and moisture are not included.

3 Chemistry

3.1 Mechanism

The semi-complex chemistry which reproduces the diur-
nal variability of ozone is based on [7]. The chemical
mechanism includes the following reactions:
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Num Reaction k298 (ppbv−1s−1)

R1 O3
H2O→ 2OH +O2 5.00 10−6

R2 NO2
O2→ NO +O3 7.50 10−3

R3 NO + O3 → NO2 +O2 4.75 10−4

R4 OH + CO O2→ HO2 + CO2 6.00 10−3

R5 OH + RH → HO2 + Prd fx6.00 10−3

R6 HO2 + NO → OH +NO2 2.10 10−1

R7 HO2 + O3 → OH + 2O2 5.00 10−5

R8 2HO2 → H2O2 +O2 1.67 10−1

R9 OH + NO2 → HNO3 2.75 10−1

R10 OH + O3 → HO2 +O2 1.67 10−3

R11 OH + HO2 → H2O +O2 2.75

By using this chemical scheme, we aim at reproduc-
ing the essential reactions in the ozone diurnal vari-
ability under semi-urban or rural emission conditions
without increasing the computer burden. In short, the
chemical mechanism reproduce how the non-linear chem-
istry driven by the emissions of a generic hydrocarbon
(RH) and nitric oxide (NO) yiels to an increase of the
daily ozone values under the presence of transformations
driven by ultraviolet radiation (reaction R1 and R2).The
units of the photolysis frequencies are in s−1. For this
control run we have assumed that the photolysis rates
j1 and j2 are constant on time with values equal to
2.7 10−6 s−1 and 8.9 10−3 s−1 (maximum values 21st at a
latitude 45N). The second-order reaction rate constants
are in ppb−1s−1. The factor f of reaction R5 is variable
and it ranges from 100 to 300. In the case understudy, we
have taken the value equal to 300 since we are interested
to have a time scale for the chemical reaction rate R5
similar to the turbulent time scale. Note that the typi-
cal turbulent time scales in cloudy boundary layers range
from 10 minutes to 30 minutes. For instance, typical val-
ues of the OH mixing ratio in the ABL are equal to 0.5
ppt, and consequently the characteristic time scale for
the generic hydrocarbon is around 18.5 minutes. In the
numerical experiment, we have assumed that the mixing
ratio of CO is fixed at 100 ppb uniformly in the whole
domain. Furthermore, we have also prescribed the fol-
lowing emission fluxes constant on time: NO flux (0.1
ppbms−1) and RH flux (1.0 ppbms−1). In the simula-
tions, the dry deposition of species is neglected. Figures
1d, 1e and 1f also show the initial profiles of the reactant
species.

3.2 Photolysis perturbation by clouds

An important aspect of this study is to investigate the
modification of the photolysis rates by the presence of
clouds. Because clouds alter the different proportions of
direct and diffuse ultraviolet radiation, the actinic flux
(and therefore the photolysis rates) has different values
below, in, and above the clouds [8]. We have imple-
mented this effect by calculating at every time step a
factor below and above the clouds and by applying this
factor to the clear sky value of the photolysis rate jclear
following [2]:

jclouds = F jclear (1)

Above the cloud, the factor (F ) is defined as:

F = 1 + α (1− tr) cos(χo). (2)

While, below the cloud, F is defined as:

F = 1.6 tr cos(χo). (3)

Here, tr is the energy transmission coefficient for normal
incident light, χo is the solar zenith angle, and α is a reac-
tion dependent coefficient (for nitrogen dioxide α=1.2).
To simplify the calculation, a linear interpolation is as-
sumed inside the cloud scaled with the value of the liquid
water content (ql). Based on measurements of j2 [5], the
linear interpolation assumption likely overestimates the
photolysis rate in the middle to lower regions of the cloud
while underestimates the photolysis rate near cloud top.

The energy transmission coefficient tr depends on
the cloud optical depth and a scattering phase func-
tion asymmetry factor (γ) equal to 0.86 for the typical
cloud particle size ranges under study [6]. The expression
reads:

tr = 5 − e−τ
[4 + 3τ(1 − γ)] . (4)

The cloud optical depth (τ) is calculated according
to the expression given by [9]

τ = 3
2
W

ρl
r−1
e , (5)

where W is the vertically integrated liquid water
(kg m−2), ρl is the water density (kg m−3) and re is the
effective radius. Here, we have used a constant value of
re = 10 μm. For clouds characterized by values of τ < 5
and for regions between clouds, we have assumed the
photolysis rate of clear sky conditions. Regions between
clouds may actually have enhanced photolysis rates due
to cloud scattering. Here, we are simply investigating
the importance of cloud scattering in the vertical cloud
column as a first step in our research. Our control sim-
ulation includes the modification of photolysis rates due
to cloud scattering.

3.3 Dependence of the reaction rate to water
vapour

Notice that reaction R1 does not take into account pos-
sible spatial and temporal variations of specific moisture
in the cloudy boundary layer. A possible solution to ac-
count for this variation is allowing water vapour to be
"active" in the chemical system. In short, reaction R1
represents the following three reactions:

R12 O3 + hν→ O2 +O(1D) j3 varies

R13 O(1D) + M → O(3P ) +M k10 = 7.13 10−1

R14 O(1D) + H2O → 2OH k11 = 5.41,

where M is a molecule of air. In our study, the value
of the specific humidity in the sub-cloud layer is around
15 g/Kg (approximately a relative humidity at the sur-
face of RH=50% (T=305 K) at 12 LT) and at the top
of the sub-cloud layer around 81%. Future numerical
experiments will address the sensitivity of the results to
the spatial distribution of water vapour in cloudy bound-
ary layers by including explicitly reactions (R12)-(R14)
instead of reaction (R1).
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Figure 2: Time evolution of (a) cloud base and cloud
top, (b) cloud cover for the whole cloud population and
the dense clouds defined with a cloud optical depth larger
than 5 and (c) integrated liquid water path.

Figure 3: Instantaneous cross section of the liquid water
content at 15.45 LT. The cloud optical depth calculated
according expression 5 is also included.

4 Results

4.1 Cloud evolution and vertical structure

The main dynamic characteristics of the evolution of
shallow cumulus are shown at figure 2. The results agree
very well with the previous simulations summarized by
[1] and [10]. In short, shallow cumulus are formed around
10 LT with a cloud base increasing linearly on time from
800 m to 1200 m. Cloud depth fluctuates over time with
maximum values around 2000 m between 13 and 16 LT.
Notice that from a thermodynamic perspective the cloud
top height defines the boundary layer top. The values of

cloud cover (figure 2b) and liquid water path (figure 2c)
are characteristic of shallow cumuli over land. In the
figure of cloud cover (figure 2b), we have also included
the cloud cover of clouds characterized by a τ > 5 since
these thick clouds are the ones which perturb the pho-
tolysis rate. As the figure shows, less tha 10% of shallow
cumulus exrt an influence on the photolysis rates of re-
actions R1 and R2.

In order to illustrate the shallow cumulus simulated
by DALES, we show in figure 3 an instantaneous vertical
cross section of the liquid water content and the corre-
sponding instantaneous cloud optical depth (expression
(5)). The characteristic horizontal and vertical length
scales are around 500 m and between 1000-2000 m. How-
ever, during the simulation not all the clouds fully devel-
oped vertically and therefore they can be characterized
as forced clouds (see the difference in the cloud covers in
figure 2b). Notices that DALES is able to represent the
spatial distribution of the liquid water content (ql) with
a high degree of detail which is fundamental to determine
the perturbation of the photolysis rate due to the pres-
ence of clouds. As a result, we obtain very large values
for τ which can have a large impact on the photolysis
ratei (see discussion at figure 6).

Figure 4 shows the evolution of the vertical profiles
of the thermodynamic variables spatially averaged over
the whole domain. The time averaged is 1 hour. In
the sub-cloud layer, all the variables are well mixed. In
figure 4b, the liquid water potential temperature profile
after 12 LT is conditionally unstable from 1000 m up to
the limit of convection located approximately at around
2700 m. Above this level, there is an absolutely stable
boundary layer. In figure 4d, the liquid water content
profile shows the transition from a clear maximum near
cloud base in the early stages of cloud development to
a more homogeneous distribution with height once the
clouds are fully vertically developed.

Figure 4: Vertical profiles of (a) wind speed (U- and V-
component), (b) liquid water potential temperature, (c)
specific humidity and (d) liquid water (one-hour aver-
aged).
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Figure 5: Instantaneous cross section of the jcloud/jclear
ratio for the photolysis rate of reactions (1) and (2) at
15.45 LT.

Figure 6: Instantaneous cross section of the nitric oxide
(NO) mixing ratio at 15.45 LT.

Figure 7: Instantaneous cross section of the ozone (O3)
mixing ratio at 15.45 LT.

4.2 Spatial patterns of radiation and reactant
fields

The modification of the photolysis rate by the parame-
terization (1) is shown in the instantaneous cross section
of the ratio jcloud/jclear (Figure 5). As expressed by
the factors (2) and (3), there is an enhancement above
the cloud, a linear decrease in the cloud and a decrease

in the photolysis values below cloud compared to the
cloudless study. Notice that the parameterization gives
perhaps very low photolysis values because of the large
local and instanatneous values of the cloud optical depth,
i.e. τ > 300. In consequence, below thick cloud, photol-
ysis rate can be closer to zero, i.e. absence of chemical
reactions R1 and R2. A possible future improvement
is a better characterization of the effective radius (see
expression (5)) for shallow cumuli over land. This char-
acterization will require the validation, in future work,
of these values with in-situ observations. Furthermore,
the parameterization is only 1-dimensional and conse-
quently neglects the possible contributions of the reflec-
tion at the lateral side by neighbouring clouds. In spite
of these shortcomings, the main goal of the study is to
have a reliable numerical tool which allow us to study
simultaneously the role of dynamics, mixing, radiation
and chemical transformations in turbulent reacting flows
driven by the presence of clouds.

Figures 6 and 7 show the spatial distribution of the
NO and O3 mixing ratio. The intrusion of the polluted
air masses into the free troposphere (almost 3000 meters)
due to the extension of the atmospheric boundary layer
until cloud top is well reproduced by DALES. Notice that
the cloud top defines now the boundary layer height. The
less abundant species (NO) is largely influenced by the
photolysis perturbation. In consequence, very small val-
ues of the nitric oxide mixing ratio are found below the
cloud due to the large decrease of the photolysis rate at
reaction 2. In turn, a NO maximum is found near cloud
top related to the increase of the UV-actinic flux due to
the combined contributions of direct and diffuse ultravi-
olet radiation at this region and the largest mixing ratio
of NO2 available originated and ventilated from the sub-
cloud layer. Once again, it will be important to contrast
these numerical results with aircraft observations taken
in polluted areas influenced by shallow cumuli. In figure
7, one can distinguish the large difference in ozone val-
ues within the cloud (≈ 65 ppb) and around the cloud
(≈ 50 ppb). Furthermore, as shown by the figure, the en-
vironment around the cloud is characterized by a rather
stratified layering indicating low activity of turbulence
and therefore of mixing.

4.3 Vertical characteristic of the mean and flux
profiles of the reactants

The results corresponding to the evolution and distri-
bution of the chemical reactants are shown at figures
8-9. Similar to the thermodynamic vertical profiles, we
found well-mixed values within the sub-cloud layer. The
enhancement of the vertical transport within the cloud
layer is noticeable for the inert compounds and the NO,
NO2 and HNO3 reactants (see the profiles above 1000
m) whereas the generic hydrocarbon RH is depleted
within the sub-cloud layer. In that respect, it is worth
to mention the dependence of the RH−profile on the
factor f which controls the reaction speed of reaction 5.
Notice that these profiles are averaged vertical profiles
over the whole domain including cloud and cloudless en-
vironment regions. As such, and in spite of the relative
small cloud cover shown in figure 2b (less than 0.2), the
vertical profiles show the active role of clouds in dilut-
ing and transporting reactants from the sub-cloud layer
to the cloud top. However, the cloud ventilation occurs
within the boundary layer since cloud top is now defin-
ing the boundary layer height [3]. At figure 9c, the OH
profile is almost constant on height, with a characteristic
minimum near the RH surface emissions (reaction 5) and
the maximum value located at cloud base. End product
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species, HNO3 and H2O2 (figure 9d) show a clear dif-
ference in their vertical pattern. HNO3 is mainly pro-
duced at the sub-cloud layer due to the abundance of
NO2 (see reaction R9) and transported upwards by the
cloud whereas H2O2 is locally produced through out the
atmospheric boundary layer.

Figure 8: Vertical profiles of the (a) inert, (b) ozone, (c)
NO and (d) NO2 (one-hour averaged).

Figure 9: Vertical profiles of the (a) generic hydrocar-
bon RH, (b) HO2, (c) OH and (d) H2O2 and HNO3
(one-hour averaged).

Figures 10 and 11 show the vertical flux profiles for
the inert and reactive species. Focusing first on the inert
species, one can observed that the flux profile is almost
constant on height in the sub-cloud layer similar to the
vertical fluxes observed in dry convective boundary lay-
ers. Within the cloud layer, the flux decrease with height
through out the cloud depth. This flux is entirely driven
by the buoyancy flux due to the latent heat release.

Reactant emitted at the surface (NO and RH) are
clearly modified due to chemical reactions departing from
the linear profiles characteristic of inert species and with
the following values of the flux divergence: for NO and

RH the values are 0.05 ppb/hour and 3.6 ppb/hour,
respectively. The latter value shows that the flux di-
vergence largely contributes to the budget of RH and
therefore it has to be taken into account.

Figure 10: Vertical flux profiles of the (a) inert, (b)
ozone, (c) NO and (d) NO2 (one-hour averaged).

Figure 11: Vertical flux profiles of the (a) generic hydro-
carbon RH, (b) HO2, (c) OH and (d) HNO3 (one-hour
averaged).

In absence of deposition fluxes, the maximum flux for
ozone (figure 10b) and nitric acid (figure 11d) is situated
near the cloud base height where species are introduced
in the cloud layer indicating the relevance of estimating
and representing adequately this region in large atmo-
spheric scale models. A previous study [10] have shown
that the parameterization of shallow cumulus convection
using the mass flux represents satisfactorily the trans-
port flux within the cloud, but it tends to underestimate
the flux value at cloud base.

Notice the importance of the flux divergence in all
the reactant profiles. Compared to the flux profile of
the inert species, all the fluxes vary with height in the
sub-cloud layer. For reactants like O3 and HNO3 the
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flux divergence changes sign between the sub-cloud layer
and the cloud layer which could lead to large errors in
inferring of flux profiles from observations taken from
airborne platforms.

In addition to the vertical profiles, DALES results
enable us quantify the volume (bulk) mixing ratio of the
inert and reactant species in the subcloud-layer and the
cloud layer. Figure 12 shows the time evolution of the
sub-cloud layer mixing ratio and the cloud layer mixing
ratio for the inert compound and ozone, nitric oxide and
the generic hydrocarbon. Although the mixing ratio are
higher for all the species in the sub-cloud layer, it is not-
icable the role of shallow cumulii in ventilating species to
higher altitudes within the boundary layer. Notice also
that the amount of specices ventilated is dependent on
their chemical reactivity (for instance compare the inert
compound with the nitric oxide and the hydrocarbon).
Further research will be addressed to better quantified
this effect by conditional averaging.

Figure 12: Time evolution of the bulk mixing ratio in the
subcloud layer and the cloud layer for (a) inert, (b) O3,
(c) N) and (d) generic hydrocarbon RH.

4 Conclusions

The spatial distribution and evolution of the system
O3 −HOx −NOx −CO influenced by the dynamic and
radiative processes associated to shallow cumuli field is
simulated by using the large-eddy simulation DALES.
These first results show the capacity of reproducing the
dynamic, radiation and chemical transformation with a
high degree of accuracy. Therefore, we are confident that
the DALES-chemistry will allow us to carry out process
studies and support data interpretation of the turbulent-
radiative reacting flows influenced by the presence of
clouds.

The presence of clouds increases the volume in which
species are transported, which leads to a dilution of re-
actant mixing ratio within the boundary layer. Mixing

ratios of tracers below cloud decrease by up to 12% while
mixing ratios averaged in the volume defined from the
surface to the maximum elevation where tracers are ver-
tically transported decrease by up to 50% compared to
the clear sky situation. Furthermore, reactants trans-
ported to elevated regions remain at those levels follow-
ing the clouds dissipation, which should have an effect on
simulating nocturnal chemistry of the residual layer. The
vertical flux profile show a large variation with height
due to the chemical transformations and the cloud dy-
namics. In consequence, flux divergence should be taken
into account in inferring flux estimation from upper air
observations.

The perturbation of photodissociation rates due to
the presence of clouds is discussed comparing a simula-
tion that uses a photodissociation rate perturbed by the
cloud with one that uses clear sky values. By analyzing
the instantaneous fields of the mixing ratio, we find dif-
ferences up to a 40% below the cloud base height and
up to 20% close to cloud top, which indicates a large
variability in the reactant distribution, an important as-
pect in the interpretation of the chemical processes in
and around clouds.
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Abstract
This paper focuses on the simulation of parti-

cle laden flow by Large Eddy Simulation (LES).
In LES, the smallest scales are not resolved. In
this work we investigate the effect of the smallest
scales on particles transported with the flow. We
conduct an a priori and an a posteriori analysis
(i.e. DNS and LES) of homogeneous isotropic
turbulence at Reλ = 34.1 and Reλ = 50. The
particles are tracked in Lagrangian formulation.

We found that, dependent on Stokes number
(i.e. particle diameter and density respectively),
the effect of the small scales can be considerable.
At first sight, one might assume that the effect
of small scale turbulence is largest for inertia free
particles. In the present work we present results
that suggest that this assumption might not al-
ways be valid.

1 Introduction

Particle laden flows in nature often reach Reynolds num-
bers for which direct numerical simulation (DNS) is not
possible on nowadays computers. For detailed numerical
predictions of such flows, large eddy simulation (LES)
is considered to be an appropriate method. This paper
focuses on the simulation of a particle-laden flow by LES.

In a LES, the Navier-Stokes equations are solved on
a grid coarser than the smallest scales of the flow field.
In order to reconstruct the effect of the unresolved scales
(subgrid scales, SGS), on the resolved scales, a model is
required. In the present work, this model is referred to
as fluid-SGS model.

In many applications (e.g. prediction of sedimenta-
tion processes, dispersion of aerosols in the atmosphere)
a suspension of rigid particles is present in the flow. Of-
ten the dynamics of the carrier fluid are only of secondary
interest; it is more important to predict the distribution
of the suspended phase.

A recently published review article by Guha [10] gives
a comprehensive overview of state of the art compu-
tational methods for particle laden flows and relevant
transport mechanisms. For the non-specialist, we give a
brief description of a selection of such transport mech-
anisms, namely dispersion, preferential concentration,
preferential sweeping and turbophoresis.

Dispersion means spreading out of particles due to
turbulence, i.e. in a turbulent flow a small cloud of par-
ticles will grow in size. This effect was already analyzed
by Taylor [25] and later in more detail by many other
authors such as Reeks [18] or Wang and Stock [28].

Preferential concentration, preferential sweeping and
turbophoresis lead to an inhomogeneous distribution of
particles in the flow due to various mechanisms. Prefer-
ential concentration stands for inhomogeneities resulting
from centrifugal forces acting on particles swirling in a

vortex [8, 22, 31, 2]. Preferential sweeping results from
the interaction of centrifugal forces and gravity [27]. Due
to preferential sweeping, turbulence can increase the sink
velocity of suspended particles. Turbophoresis stands for
an effect found in wall bounded particle laden flows. Due
to inhomogeneities in turbulent kinetic energy, particles
may tend to accumulate close to walls [3, 19, 33]. Accord-
ing to these authors, the particles "flee" from turbulence,
thus the word "turbophoresis".

It is still unknown to which extend these effects can
be reconstructed in LES. It is not evident which of the
mechanisms mentioned evolve due to large scale effects
only (resolved in LES) and which ones are effected by
small scale turbulence (not resolved in LES). In depen-
dence on particles and flow, the corresponding eddies
might be in the subgrid range and a particle-SGS model
will be required.

Up to now, only a few particle-SGS models were pro-
posed. For example Wang and Squires [29] proposed a
particle-SGS model based on the reconstruction of the
kinetic energy seen by the particles. They solve a trans-
port equation for the SGS kinetic energy and model the
SGS fluctuations as random process for tracing parti-
cles. Another model was proposed by Shotorban and
Mashayek [21]. They solve a Langevin equation in order
to reconstruct the SGS fluctuations seen by the particles.
These are both stochastic models. Kuerten proposed a
deterministic model [12]. In this model, the particles see
a fluid velocity field where the smallest resolved scales of
the LES are amplified. This method is called approxi-
mate deconvolution method (ADM).

All these models show certain benefits and deficits.
For example, it is clear that an ADM model cannot re-
construct effects of unresolved scales; an ADM model
amplifies the effects of the scales which are merely re-
solved. Stochastic models can reconstruct the effects of
unresolved scales. Shotorban and Mashayek show that
their stochastic model gives good results for particles
with small inertia but shows deficits for particles with
large inertia.

Thus, the development of a particle-SGS model is still
an unsolved issue. In order to develop a new particle-
SGS model it is important to know which assumptions
on the small scales are valid and which effects are to be
modeled. In this work we attempt to describe the effects
of small eddies on the particles. We do not propose a
specific model but we try to find out which quantities
should be reconstructed by a model, i.e. in this work we
do not aim at constructing a particle-SGS model but we
analyze the most relevant effects of the smallest scales.

Our work is closely related to an analysis conducted
by Fede and Simonin [7]. They analyzed the effects
of small scales on particles by DNS of isotropic tur-
bulence at Taylor-microscale based Reynolds number
Reλ = 34.1. In their work, they record velocity statistics
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along particle trajectories in order to quantify turbulence
seen by the particles. They differentiate between small
scale and large scale turbulence with the aid of spatial
spectral filters at various cutoff wave numbers (a priori
analysis).

In the present work, we conducted an a priori and an
a posteriori analysis of isotropic turbulence at Taylor-
microscale based Reynolds numbers of Reλ = 34.1 and
Reλ = 50. A priori analysis means comparison of DNS
data and filtered DNS data, a posteriori analysis means
comparison of DNS and LES data. We compute parti-
cle dynamics for a wide range of particle diameters and
particle density, respectively (Stokes numbers based on
the Kolmogorov time scale range between St = 0 and
St = 100). In comparison to the work by Fede and Si-
monin, we cover a wider range of parameters (Reynolds
and Stokes numbers) and, in addition to the a priori anal-
ysis, we conduct an a posteriori analysis. On the other
hand, we do not study variations of the filter used in the
a priori analysis.

2 Numerical simulation of the carrier fluid

In this paper, we investigate forced isotropic turbulence.
We performed a DNS of the carrier fluid by solving the
Navier-Stokes equations for incompressible flows of New-
tonian fluids

div u = 0 (1)
∂u
∂t

+ u.∇u = −1
ρ
∇p+ νΔu. (2)

Here, u represents the fluid velocity, ρ the density, ν the
kinematic viscosity and p the pressure.

For solving equations (1) and (2), we used a Finite-
Volume method. This method is a modified version of
the projection or fractional step method proposed inde-
pendently by [4] and [26]. For spatial discretization a sec-
ond order scheme (mid point rule) was implemented. For
advancing in time, we use the third order Runge-Kutta
scheme proposed by Williamsson [30] with constant time
step Δt. The continuity equation (1) is satisfied by solv-
ing the Poisson equation for the pressure.

Isotropic turbulence enforces periodic boundary con-
ditions in all three directions. Therefore, the Poisson
equation could be solved by a direct method using Fast-
Fourier transformations. In a parallel computation, this
would involve a large communication overhead. We cir-
cumvented this by solving the Poisson equation by an
iterative solver proposed by Stone [23].

Turbulence was forced with a slightly modified ver-
sion of the deterministic forcing scheme proposed by Sul-
livan et al. [24]. They propose a forcing scheme where
the energy in the spectral modes below a certain wave
number κ1 is held constant. With this forcing scheme
we could not observe an increase of energy in the low
wave number range, i.e. the spectrum’s peak coincides
with the lowest resolved wave number. This is in con-
trast to the spectrum one obtains using e.g. the forcing
schemes by Eswaran and Pope [6] or Overholt and Pope
[16]. In order to facilitate comparison with works using
one of these forcing schemes, we decided to force only
the modes in a given range [κ0, κ1]. Thus, in contrast
to Sullivan et al. we do not force the modes at the low-
est resolved wave numbers. This is in accordance with
the forcing schemes proposed by Eswaran and Pope and
Overholt and Pope and leads to a decay in the spectrum
at the smallest wave numbers.

We computed the flow at two Reynolds numbers,
namely Reλ = 34.1 and Reλ = 50. The Reynolds num-
ber Reλ = λurms

ν is based on the transverse Taylor mi-
croscale λ and the rms value of one (arbitrary) compo-
nent of the fluctuations urms.

In all computations the flow was solved in a cube
on a staggered Cartesian equidistant grid. The size of
the computational box and the cell width was chosen in
dependence of the Reynolds number.

Fede and Simonin [7] studied particle laden isotropic
turbulence by DNS at Reλ = 34.1. In order to facilitate
comparison of the present work to their work, we per-
formed the DNS at Reλ = 34.1 with the same dimensions
of the computational domain and the same cell width Δx
as they did, namely a box of length L = 16.23λ and cells
of width Δx = 0.1268λ.

The larger the Reynolds number, the wider the range
between the largest and smallest scales. In order to cover
the whole spectrum, we followed the advice given by
Pope [17]. We set the computational box to at least
11 integral length scales and used a grid with cell width
Δx less than 1.5ηK where ηK is the Kolmogorov length
scale. In table 1 this information is summarized.

Table 1: Simulation parameters and Eulerian statistics
from DNS of forced isotropic turbulence. Reynolds num-
ber Reλ, length of computational box L, cell width Δx,
number of grid points N , range of forced wavenumbers
[κ0, κ1], rate of dissipation ε, Kolmogorov length scale
ηK , Kolmogorov time scale τK and Integral length scale
Lf .

In order to quantify the effect of the smallest scales
on the particles, we conducted an a priori and an a poste-
riori analysis, i.e. DNS and LES. In the a priori analysis
the particles were traced using the whole spectrum but
for computing statistical quantities we filtered the fluid
velocity using a box filter, i.e. we computed

û(x, t) = 1
Δ3

∫∫∫

[−Δ/2,Δ/2]3

u(x + r, t)dr. (3)

Δ is the filter width. In this work, we set Δ to Δ = 5Δx.
û does not contain the high wavenumber fluctuations an
thus mainly large scales. The effect of the small scales
can be analyzed be comparing u with û.

In LES, only the large scales are resolved. Due to
the LES model, an LES field will still be different from
û. Therefore we also conducted Large Eddy Simulations,
i.e. we solved the LES equations

div ū = 0 (4)
∂ū
∂t

+ ū.∇ū = −1
ρ
∇p̄− div τ + νΔū. (5)
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·̄ denoted filtering implied in the LES. τij = uiuj − ūiūj
is the SGS stress tensor. In a LES, uiuj cannot be
computed directly because not u but ū is computed.
Thus, τ needs to be modeled (fluid-SGS model). We im-
plemented the Lagrangian dynamic Smagorinsky model
proposed by [14]. Parameters for the LES can be found
in table 2.

Forcing in LES was accomplished in the same manner
as for DNS, i.e. the energy in the forced wave numbers
is identical in DNS and LES. In LES, the energy in the
high wavenumber spectrum is not resolved. Thus, the
resolved kinetic energy

k̄f = 1
2L3T

T∫

0

∫∫∫

[0,L]3

ū2
i (x, t)dxdt (6)

is less than in DNS. All data were made dimension free
by normalizing with the DNS quantities urms =

√
2
3kf

and λ. More details for the flow solver can be found in
[13].

Table 2: Parameters for LES of forced isotropic turbu-
lence.

The spectra from LES and DNS are plotted in figure
1. The spectra show that all scales are well resolved in
DNS. In LES, a significant part of the high wavenumber
spectrum is not resolved.
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The resolution of the LES and the filter width were
chosen such that LES data and filtered DNS data are
comparable. The LES model and LES resolution given
in table 2 implicitly define a filter transfer function ΓLES .
This can be computed a posteriori from

ΓLES(κ) =
(
Ē(κ)
E(κ)

)1/2

. (7)

Here, Ē(κ) is the energy spectrum function from LES
and E(κ) is the energy spectrum function from DNS.

We chose the filter width of the box filter such that
its transfer function is comparable to ΓLES . Therefore
we computed the transfer function for a box filter Γbox
at filter width Δ,

Γbox(κ) = 2 sin (0.5κΔ)
κΔ

. (8)

In figure 2, these transfer functions are shown for the per-
formed simulations and for a box filter with Δ = 3Δx,
Δ = 4Δx and Δ = 5Δx. For Δ = 4Δx, the square de-
viation ‖Γbox − ΓLES‖L2 is minimized. This shows that
Δ = 4Δx would be a good choice for the filter width.

On the other hand, in a finite volume context, cell av-
erages are computed. Thus, integrals over complete cells
are known. If the filter width is set to Δ = 4Δx, then
u must be integrated in each coordinate over 3 complete
and 2 half cells. In this case, an approximation error
from integration would occur. Therefore we did not use
Δ = 4Δx but we set Δ = 5Δx. Then, integrals can be
evaluated exactly.

3 Discrete particle simulation

For computing the suspended phase, single particles are
traced. In this study we focus on dilute suspensions.
Thus, only effects of the fluid on the particles are con-
sidered; effects of the particles on the fluid and particle-
particle interactions are neglected (one way coupling).

For computing traces of particles we assume that the
acceleration of a particle dvdt is given by Stokes drag only,

dv
dt

= −cDRep
24τp

(v− u). (9)
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Here, v(t) denotes the particle velocity. τp is the par-
ticle relaxation time, i.e. the timescale for the particle
to adapt to the velocity of the surrounding fluid. The
particle Reynolds number Rep is based on particle diam-
eter and particle slip velocity ‖u − v‖ which leads to a
nonlinear term for the Stokes drag. The drag coefficient
cD was computed in dependence of Rep according to the
scheme proposed by Clift et al. [5].

The fluid velocity u must be evaluated at the par-
ticle position xp(t), i.e. u = u(xp(t), t). Hence, these
values must be interpolated. Yeung and Pope [32] and
Balachandar and Maxey [1] recommend the use of third
or fourth order interpolation schemes. Meyer and Jenny
[15] showed that, in addition, conservativity of the in-
terpolation scheme is an important issue. If the interpo-
lation scheme is not conservative, particles may cluster
due to numerical errors. In the present work, this is an
issue because we analyze inhomogeneities in the particle
distribution. Thus, we decided to use the second order
conservative scheme described in [9].

In DNS, equation (9) was solved together with the
Navier-Stokes equations (1) and (2). In LES, we solved

dv̄
dt

= −cDRep
24τp

(v̄− ū) (10)

together with the filtered Navier-Stokes equations (4)
and (5).

In this study we considered particles at Stokes num-
bers St = τp

τK
in the range from St = 0 to St = 100

based on the Kolmogorov time scale τK . For small Stokes
numbers, the Stokes drag is a stiff term. The numerical
scheme for integrating equations (9) and (10) must be
capable to handle this. We solved equations (9) and (10)
by a Rosenbrock-Wanner method (see e.g. [11]). This
method is a fourth order method with adaptive time
stepping. The stiff term in equations (9) and (10) is lin-
earized in each time step and discretized by an implicit
Runge-Kutta scheme.

In all simulations we traced 24 fractions of particles
with 80000 particles per fraction. The Stokes numbers
of the 24 fractions range from 0 to 100 based on the
Kolmogorov time scale, i.e. 0 ≤ τp ≤ 100τK . The parti-
cles were initialized at random positions (homogeneous
distribution) inside the computational box and traced
until a statistical steady state was obtained. Then,
1000 time records were taken with a time interval of
Δt = 0.25λ/urms. With this time interval, the La-
grangian correlation functions could be resolved for all
Stokes numbers.

4 Analysis of the SGS turbulence seen by
the particles

The motivation behind this work is to provide data for
the development of a particle-SGS model. LES with a
perfect fluid- and particle-SGS model would give, in a
statistical sense, the same particle trajectories as DNS.
Therefore we analyzed particle statistics in the a priori
analysis along exact trajectories, i.e. we solved the parti-
cle transport equation (9) using the (unfiltered) fluid ve-
locity u and not the filtered velocity û. û was recorded
along the particle paths to differentiate between large
scale and small scale turbulence but û did not affect the
particle trajectories.

In the a posteriori analysis particle trajectories were
computed by solving equation (10). No particle-SGS
model was employed. In the following a priori and a pos-

teriori results all statistics are based on averaging over
particles and time, denoted by 〈·〉.

In isotropic turbulence, long-term dispersion can be
computed from the product of kinetic energy of the par-
ticles and the Lagrangian integral time scale which is a
characteristic time scale of the autocorrelation of par-
ticle velocity [25]. Therefore, we analyzed the effects of
small scale turbulence on kinetic energy and integral time
scale.

4.1 Kinetic energy of the fluid
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Figure 3: Kinetic energy of the particles at Reλ = 34.1
and Reλ = 50. Results from DNS and LES.

The kinetic energy of the carrier fluid in DNS is
greater than in LES, kf > k̄f (cf. table 2). Thus, it
is to be expected that the kinetic energy of the particles
in DNS is greater than in LES,

kp = 1
2
〈
v2i
〉
>

1
2
〈
v̄2i
〉

= k̄p. (11)

In figure 3 the kinetic energy of the particles kp and k̄p
is shown. Evidently equation (11) holds and at large
Stokes number the kinetic energy of the particles de-
creases. This is because high Stokes number particles
are not affected by small scale (i.e. high frequency) fluc-
tuations in the carrier fluid due to their inertia.

At high Stokes numbers, kp and k̄p collapse. Thus,
the kinetic energy of particles with high Stokes number
is independent of small scales.

A question addressed in several works [20, 29, 7] is
whether preferential concentration is an effect of large
scale or small scale turbulence. In the present frame-
work we address this question by comparing the effects
of Stokes number St on kinetic energy of the fluid seen
by the particles in DNS and in LES. If mainly small scale
turbulence drives preferential concentration, then parti-
cle distributions in LES will differ to a great extend from
particle distributions in DNS. This should be detectable
in the kinetic energy of the fluid seen by the particles.

We recorded kinetic energy from DNS

kf@p = 1
2
〈
u2
i (xp, t)

〉
, (12)

filtered DNS data

k̂f@p = 1
2
〈
û2
i (xp, t)

〉
(13)
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and kinetic energy from LES

k̄f@p = 1
2
〈
ū2
i (xp, t)

〉
. (14)

k̂f@p and k̄f@p differ due to the difference in filtering and
LES model (i.e. difference between Γbox and ΓLES) and
due the different particle trajectories.
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In figures 4 and 5 these energies are depicted. An
effect of the Stokes number on kf@p can be observed.
At first this effect is surprising because in the simula-
tions the particles do not affect the carrier flow (one way
coupling), i.e. kf does not depend on Stokes number.
On the other hand, kf@p is sampled along particle tra-
jectories which differ for different Stokes numbers. This
underlines inhomogeneities in the spatial particle distri-
bution, i.e. preferential concentration. Particles with
Stokes numbers of about St ≈ 10 accumulate in regions
of low kinetic energy. It can be seen that k̄f@p is very
close to k̂f@p. This means that the inhomogeneity of
particle distributions is mainly recovered by LES and
suggests that in the present configuration preferential
concentration is an effect of the large scales.

A somewhat different question is whether the Stokes
number dependence of kf@p is due to variations in the
energy of large eddies or energy contained in small struc-
tures. This question can be addressed in the a priori
analysis. In figure 6, the kinetic energy of the small scale
fluctuations of the fluid seen by the particles computed
in the a priori analysis

k′f@p =
1
2

〈
(ui (xp, t)− ûi (xp, t))2

〉
(15)

is depicted. It should be noted that for limiting Stokes
number St = 0 and St =∞, the kinetic energy at parti-
cle locations kf@p tends towards kf@p = 1.5u2

rms because
particles are distributed uniformly at these Stokes num-
bers. Because of the same reason, k′f@p = kf@p − ˆkf@p
for these Stokes numbers.

Figures 4 to 6 give evidence that, for small St < 10,
particles with higher Stokes number tend to concentrate
at locations with lower kinetic energy. This holds for
both Reynolds numbers and for large and small scale
kinetic energy. For higher Stokes numbers, we observe
different behavior dependent on Reynolds number. For
the smaller Re = 34.1 we observe that both, large and
small scale kinetic energies increase with Stokes num-
ber St > 10. At Re = 50, the large scale kinetic en-
ergy at particle locations shows a minimum at St = 10
and tends towards the theoretical limiting value, but the
small scale kinetic energy at particle location decreases
monotonously over the Stokes number range considered.
The different behavior between Re = 34.1 and Re = 50
might be due to the difference in filter width.

4.2 Analysis of the SGS turbulence seen by the
particles - integral time scale

The life time of small eddies is very low, i.e. small scale
fluctuations in the carrier fluid are seen as high frequency
fluctuations by the particles. High frequency fluctuations
of the carrier flow lead to high frequency fluctuations in
the particle velocity. Therefore, the small scales lead to
faster decorrelation of the particle velocity. This effect
can be seen in the Lagrangian correlation functions of
the particle velocity from DNS and LES

Rp(τ) = 〈v(t).v(t + τ)〉
〈v(t).v(t)〉 (16)

R̄p(τ) = 〈v̄(t).v̄(t+ τ)〉
〈v̄(t).v̄(t)〉 , (17)

depicted in figure 7. Rp decays faster than R̄p, i.e. par-
ticle velocity decorrelates faster in DNS than in LES.
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The rate of decay of Rp can be quantified by the La-
grangian integral time scale

tp =
∞∫

0

Rp(τ)dτ. (18)

The smaller the integral time scale, the shorter is the
time span within which the velocity of a particle is auto-
correlated. Figure 8 shows the integral time scale from
DNS tp and LES

t̄p =
∞∫

0

R̄p(τ)dτ. (19)

It is apparent that the scales resolved in DNS but not
in LES lead to shorter integral time scales, i.e. faster
decorrelation.

Closely related to the autocorrelation of the particle
velocity and its integral time scale is the autocorrelation
of the fluid velocity seen by the particle and its integral
time scale

Rf (τ) = 〈u(xp(t), t).u(xp(t+ τ), t+ τ)〉
〈u(xp(t), t).u(xp(t), t)〉 (20)

tf@p =
∞∫

0

Rf (τ)dτ. (21)

Again, large scale and small scale effects can be separated
by comparing tf@p with the integral time scale computed
from filtered DNS and LES data,

t̂f@p =
∞∫

0

R̂f (τ)dτ (22)

t̄f@p =
∞∫

0

R̄f (τ)dτ (23)

where R̂f and R̄f are defined as in equation (20) but u
is replaced by û and ū respectively. tf@p, t̂f@p and t̄f@p
are depicted in figure 9.

Wang and Stock [28] give an analytical expression for
tf@p in dependence on Stokes number. They point out
that for St→∞ the particles do not move any more and
thus tf@p converges towards the Eulerian integral time
scale. This asymptotical behavior can be seen in figure
9.

In figure 10, the difference between tf@p and t̄f@p is
plotted. The maximum deviation is attained between
St = 7 and St = 10, dependent on Reynolds number.
This result means that the significance of small scale tur-
bulence does not always decrease with Stokes number.

It is clear that for St→∞ particles are not affected
by turbulence. Thus, one might assume that the signifi-
cance of small scale turbulence is maximized for St = 0.
The results shown in figure 10 are in contrast to this as-
sumption. Based on these results, we conclude that the
effect of small scale turbulence on inert particles can be
greater than on inertia free particles.
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Figure 9: Lagrangian integral time scale of the fluid ve-
locity seen by the particles from DNS, filtered DNS and
LES at Reλ = 34.1 and Reλ = 50.
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seen by the particles at Reλ = 34.1 and Reλ = 50.

5 Conclusion

In this work, the effect of small scale turbulence on a
suspended phase was investigated. DNS and LES of par-
ticle laden forced homogeneous isotropic turbulence was
conducted. The effect of small eddies was quantified by
comparing DNS to filtered DNS data (a priori analysis)
and by comparing DNS to LES data (a posteriori anal-
ysis).

Aim of this work is to provide insight to the effect of
small scale turbulence on suspended particles in order to
construct a particle-SGS model that is capable to recon-
struct the desired effects on the suspended phase at high
Reynolds numbers where DNS is not possible.

Particle dispersion depends on kinetic energy and in-
tegral time scale. Thus, we focused on these two quanti-
ties. The analysis showed that in LES kinetic energy is
underestimated and integral time scale is overestimated
for all Stokes numbers. Furthermore, we analyzed the
flow seen by the particles. From this, we draw conclu-
sions on preferential concentration.

One might assume that the effect of the small scales is
maximized at St = 0 because inertia free particles follow
small changes in the flow instantly. In our work we found
that this assumption is not always justified. We recorded
the autocorrelation function of the fluid velocity seen by
the particles. In LES, this function decays slower than
in DNS. We found that in our configuration the rate of
decay computed from DNS and LES deviates most be-
tween St = 7 and St = 10 (Stokes number based on the
Kolmogorov time scale). This suggests that it is not ob-
vious that the effect of the small scales is maximized for
inertia free particles.
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Abstract
This paper introduces CFD technique for

modeling of PM10 (particulate matter 10µm) be-
havior in urban areas, with focus on descrip-
tion of processes in the ground surface bound-
ary layer. Description of deposition and re-
suspension processes is introduced and applied
on the regional numerical model of the city of
Brno. The threshold velocity of re-suspension
was obtained from the small scale modeling of
PM10 dispersion in a street canyon located in-
side the regional model. Predicted concentration
fields were compared with theoretical studies and
in situ measurement.

1 Introduction

Increasing of the PM (particulate matter) concentration
level in cities stimulates an intensive research focused on
better understanding of particles behavior during their
lifetime period in urban areas. The highest concentra-
tions of PM are generally present in inner parts of ur-
ban areas, specifically at a close vicinity of major traffic
paths. Many parameters influence formation, transport
and deposition of particles at these locations. Particles
behavior is influenced by transportation in moving air,
settling due to gravity, interaction with buildings walls,
deposition on a ground surface and re-suspension of once
deposited particles that are lifted by a local air movement
and dispersed into surroundings. Therefore, particles be-
havior is very complex process difficult for an accurate
mathematical description.

The numerical models for prediction of PM concen-
tration fields in urban areas fall in two categories: i) a
detail solution of PM dispersion processes with simplified
quantification of PM sources [1] and ii) a solution of con-
centration fields for gas species (NOx) with a known cor-
relation to PM [2]. The CFD modeling falls in the both
groups and represents the only tool capable to take into
account detail geometry of urban areas and the interac-
tion between moving cars and ambient air [3]. Numerical
models of large areas are necessary for a correct descrip-
tion of long-distance PM10 transport. On the other side,
small scale models are necessary for a detailed prediction
of PM concentrations in a close vicinity of traffic paths.
Nesting of both types of numerical models enables cor-
rect, complex and effective numerical prediction of PM
concentration fields.

It is impossible to accurately quantify production of
all real PM sources in urban areas. In this study we focus
on sources directly connected with flow conditions of the
ground surface boundary layer, namely deposition and
re-suspension. Re-suspension represents the most inten-
sive source of PM10 in large urban areas. Particles spend
a long time in urban areas and travel through long dis-
tances. The deposition is one of the major possible ways

of separation of PM10 from a lower part of atmosphere.
In numerical models of urban areas the deposition is con-
sidered as a sink of PM10 (negative source).

2 Mathematical description

2.1 Particle deposition

Deposition occurs on all solid and liquid surfaces lo-
cated in a polluted atmosphere. Particles deposition in
a boundary layer is described with inclusion of turbulent
transport and particle settling [4]

F = KdC
dz

+ vsC (1)

where vs is the settling velocity of the particles, K is the
eddy diffusivity for mass transfer of the species with the
concentration C and F is the downward mass flux.

The eddy diffusivity is correctly solved by CFD tech-
nique in fully turbulent flow. Wall functions substitute
the accurate solution of eddy diffusivity in surface bound-
ary layers. Close to the surface, the eddy diffusivity is
nearly zero. The Brownian diffusivity of particles greater
than 1 m is near zero too. The downdraft mass flux is
then controlled by the deposition velocity calculated as
[5]

vs =
D2
pρpgCc

18μ
(2)

where Dp and ρp are respectively the particle diameter
and density, υ is the air dynamic viscosity, g is the grav-
itational acceleration. Cc is the slip correction factor
expressed as

Cc = 1 + 2λ
dp

[
1.257 + 0.4 exp(−1.1dp

2λ
)
]

(3)

where λ is the mean free path of gas molecules.

2.2 Particle re-suspension

From different studies [6] follows that re-suspension of
once deposited particles is the most intensive source
of urban airborne particles during ‘dry periods’. Re-
suspension process of once deposited particles depends
on an actual air velocity field above the ground surface, a
local slit load, a surface roughness, particle geometry and
other particle parameters. Coarse particles (d>2.5μm)
are very often able to re-suspend from dry surfaces. On
the other side, fine particles and ultra fine particles show
only limited tendency to re-suspend from all surfaces.
This results from a significant amount of a liquid frac-
tion forming particles smaller than 2.5μm and existence
of the Van der Waals force between ultra-fine particles
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and surfaces. Re-suspension of particles is generally im-
possible from wet and adhesive surfaces. From above
mentioned follows that the re-suspension process is very
complex and its mathematical description is generally
connected with high value of uncertainty.

The re-suspension of particles settled on surfaces re-
sults from interaction of aerodynamic, electrostatic and
mechanical forces, Fig. 1.

Figure 1: Particle interaction of aerodynamic, electro-
static and mechanical forces.

The Saffman lift force due to a velocity gradient near
walls is important aerodynamic interaction. This lift
force is oriented perpendicularly to a direction of flow
affecting deposited particles in a viscous fluid.

An electro static force on the charged particles can
be calculated only for the known particle charge and the
magnitude of electric field. This information is not com-
mon for dispersion studies and the electro static force is
commonly excluded from the calculations.

The Saffman lift force and the fluid turbulence are
sufficient to suspend fine and ultra fine particles. Coarse
particles are often moved by the drag force along the
surface. The turbulent intensity of a stream can also in-
fluence the air drag force affecting particles. The drag
force affecting particles in boundary layer was expressed
in form [7]

Fd =
πd2CfxρU

2

8
(4)

where Cfx is the local shear stress coefficient, ρ is the air
density, U is the free-stream air flow velocity. An irreg-
ular shape of particles together with a surface roughness
cause irregular bouncing of particle against walls. This
behavior prepares good conditions for the following lift
up of particles in a boundary flow.

Various forms of equations can be found in litera-
ture for determination of the windblown dust flux. Al-
gorithms solve the dust flux either from the wind velocity
and the threshold wind velocity (5) [8] or from the fric-
tion velocity and the threshold friction velocity (6) [9]

F = CTFu2(u− ut) (5)
where F is the dust flux, u is the wind velocity, ut
is the threshold wind velocity and CTF is the con-
stant representing character of the soil surface (dis-
turbed/undisturbed).

F = Cu3
∗ag (u∗ − u∗t) (6)

where ag is the constant expressing effect of non-
instantaneous wind velocity ( 1.2), u∗ is the friction ve-
locity, u∗t is the threshold friction velocity and C is an
empirical constant.

The friction velocity for a neutrally stable atmosphere
can be determined in a couple of ways. From the loga-
rithmic wind velocity profile, the wind velocity is related
to the friction velocity as

u = u∗
k

ln
(
z − d
z0

)
(7)

where k is the von Karman constant ( 0.4), z0 is the
aerodynamic roughness length and d is the displacement
height.

The wind velocity of re-suspension is the lowest veloc-
ity of air at the height 10m above the ground, for which
the re-suspension represents a significant contribution in
an urban air PM10 concentration. The wind threshold
velocity of the re-suspension is strongly influenced by
an actual geometry of an urban area, air density and
geometry of particles. From carried out studies, the cor-
responding urban threshold velocity of the re-suspension
is 2.4m for the studied area.

The previous section discussed the wind threshold ve-
locity of re-suspension with utilizing of the driving wind
velocity above the ‘buildings roof’ level. But numerical
models describing processes in boundary layer require
much more detail approach to a correct description of
re-suspension. From this reason, we focussed on the par-
ticular street canyon in the city of Brno. The numerical
model of the studied canyon was build up. Series of cal-
culations were carried out with focus on detail descrip-
tion of an air flow above a ground and a road surface. We
considered spherical particles with diameter 10m, den-
sity of particles 1200kg/m3, parametrical roughness of
surface 0.0003m and wind profile displacement 0m. The
street canyon threshold velocity of re-suspension was de-
termined as 0.75m/s (at height 0.35m). Different studies
on determination of the threshold velocity of particle re-
suspension were carried out in recent years. Majority
of these studies considered particle re-suspension from a
flat horizontal surface that fit well to detail solution of
a bottom part of the studied street canyon. We com-
pared the predicted street canyon threshold velocity of
re-suspension 0.75m/s with results derived from formu-
lations published by Cornelis and Gabriels [10] and Saho
and Lu [11]. From the Cornelis and Gabriels [10] formu-
lation, we derived the threshold velocity of re-suspension
0.724m/s. From the Saho and Lu [11] formulation, we
derived the threshold velocity of re suspension 0.957m/s.
The predicted street canyon threshold velocity of re-
suspension for PM10 particles showed good agreement
with the mentioned theoretical studies.

3 Simplified description of particles depo-
sition and re-suspension fluxes

It is impossible to accurately quantify production of all
real PM sources. Therefore, an appropriate simplifica-
tion of particles production description is convenient for
a numerical solution of PM concentration fields.

The simplification used in this study assumes equiv-
alence between the particles deposition rate on smooth
dry surfaces and the particles re-suspension rate from
these surfaces influenced by wind velocity higher than the
threshold velocity of re-suspension. Stable deposition is
assumed on grassy surfaces and smooth dry surfaces in-
fluenced by wind velocity lower than the threshold veloc-
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Figure 2: Particles fluxes in a street canyon.

ity of re-suspension. The modified primary source term
represents the only particles source term prescribed in
the numerical model, see fig. 2. The modified primary
source was assigned in the near road surface air layer,
where major amount of airborne particles is generated.
From this air layer, particles disperse into surrounding.

4 PM10 dispersion modeling on regional
scale model

Above mentioned description of deposition and re-
suspension was utilized for PM10 dispersion modeling on
a regional model. The regional solution domain involves
the city of Brno and a nearby surrounding. The solution
domain covers an area of 12x12km. Due to large mod-
eled area, it is impossible to accurately involve geometry
of all objects. The parametrical roughness is used as a
convenient substitution of ground cover geometry. The
primary ground surface was build up in accordance with
the actual terrain profile. The regional model ground
plan was divided in 576 square control regions with the
side length 500m. A convenient parametrical roughness
was assigned within these regions.

The ground cover was divided in seven groups that
represent the most common ground covers in the studied
area. Corresponding parametrical roughness values were
derived for all considered ground covers: water surface,
meadow, forest, separate buildings up to 3 floors, con-
tinuing buildings rows up to 3 floors, separate buildings
above 3 floors, continuing buildings rows above 3 floors.
The primary ground surface was refined at terminal con-
trol volumes size with the top view dimensions 50x50m.
The 900m high air layer was modeled above the primary
ground surface. This air layer was subdivided into 19
sub-layers. The lowest sub-layer height was 2.125m and
the highest sub-layer height was set to 100m.

4.1 Traffic related PM sources

The primary car exhaust emission factor is determined
for considered car fleet composition - diesel engines to
petrol engines = 1 to 3. The particular emission factor
values were derived from software MEFA v.02 (Mobile
Emission FActors) published by the Ministry of Environ-
ment of the Czech Republic. The primary car exhaust
emission factor value was determined as 0.0179g/km car.

A non-exhaust particle source related with traffic in-
volves primary particles and the re-suspended particles.
Primary non-exhaust particles are released from cars,
tires and road surfaces. The emission factors of non-
exhaust particles released from cars and tires can be de-
rived from different studies. Amount of the primary road
surface particles is a function of a road surface material
and an actual road state. Re-suspended particles are

silt road particles drawn up from a road surface. The
re-suspension process intensity is fully dependant on an
actual road silt load. The total PM10 emission factor
is a sum of the exhaust particles emission factor and
the non-exhaust emission factors. The average total PM
emission factor of the regional model domain was derived
from a previous study carried out in the studied area as
0.06265g/km car.

A corresponding traffic activity was derived from the
Brno Transport Research Center database. Portions
of traffic paths passing through individual control re-
gions (500x500m) were specified. A traffic activity (car
km/day) at traffic paths portions was multiplied by the
total emission factor. The average total PM emission
factor serves for the determination of the only particles
source term prescribed in the numerical model. The
source term was assigned at the air layer close to the
ground surface, where major quantity of airborne parti-
cles is generated.

The inlet/outlet boundary conditions were assigned
on side walls of the regional model. The ground sur-
face utilizes the wall boundary condition with appropri-
ate parametrical roughness. The top of the domain uses
condition of a wall with no friction. As a model of tur-
bulence, k − ε RNG model was used.

5 Results and discussion

In calculations, we presume coarse spherical particles
with diameter 10m. Density of the particles is set to
1200kg/m3. The figure 3 shows the predicted PM10
concentration field obtained from the regional model for
wind velocity 2 m/s and 3 different wind directions. The
cuts of concentration fields are drawn in height 3m above
the ground surface. The left column in the Fig.3 collects
concentration fields obtained from calculations without
inclusion of deposition. The right column shows the
results with inclusion of deposition process. Inclusion
of the deposition process decreases PM10 concentration
only by 1-4% in central parts of the city due to small ar-
eas enabling a durable deposition. The decrease of PM10
concentration by 8-17% is observed in residential areas
of the city. The most intensive decrease of PM10 concen-
tration occurs in outskirts areas richly covered by greens
and forests. The PM10 concentration fields show higher
concentration along roads with the highest traffic rate.
At the bottom of the concentration fields, the interstate
highway passes around the city. Intensive traffic on this
highway causes significantly higher PM10 concentrations
along this traffic path.

The regional background PM10 concentration
15g/m3 was derived from a measurement carried out
outside of the urban area. The north part of the city
of Brno is without any intensive local sources of par-
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Figure 3: Predicted PM10 concentration fields 3m above ground surface.
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ticles. This part of the city serves as residential areas
without industry. The total predicted PM10 concentra-
tion is calculated as the sum of the predicted concen-
tration and the regional background concentration. The
result of this calculation is 23.5g/m3 at the position of
the measurement located in central part of the city. From
measurement, we obtained the PM10 concentration value
45g/m3.

6 Conclusion

The presented study shows a possible inclusion of depo-
sition and re-suspension of PM10 particles in a regional
scale dispersion model solved by CFD technique. The
CFD modeling represents convenient tool for detail PM
dispersion modeling in urban areas. But the accuracy
of these predictions is still limited due to high uncer-
tainty of PM source description and limited possibilities
for correct description all physical processes.

The predicted PM10 concentration field with inclu-
sion of deposition and re-suspension process represents
52.2% of the PM10 concentration value obtained from
measurements in the central area of the city of Brno.
The result shows that the predicted concentration values
significantly underestimate the measured concentration
values. The difference is probably caused by an intensive
re-suspension of soil particles. This process is not taken
into account in the numerical models due to difficult de-
scription of its source term.
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Abstract

A particle tracking velocimetry (PTV) exper-
iment of an inhomogeneous turbulent flow in a
rotating tank is presented. Oscillating grid forc-
ing at the top of a tank produces turbulence,
which propagates away from the grid and be-
comes quasi two-dimensional (2D) after some
distance and time. Our emphasis is on the 3D-
2D transition. We find that the transition to 2D
occurs at a distance y∗ corresponding to a lo-
cal Rossby number Ro(y∗) ∼ 0.3. After a few
Ω−1 turnover times the region below y∗ becomes
quasi 2D with regard to velocity.

1 Introduction

The rotating fluid system under investigation is closely
related to applications in geophysics, e.g. [1]. As an
example, large-scale atmospheric and oceanic flows are
known to be quasi two-dimensional (2D), but with dis-
tinct features of three-dimensional turbulence on smaller
scales [2]. Traditionally, most of the attention was ded-
icated to flows that develop into an undisturbed infinite
environment. However, most real flows do not develop
freely, for example they can be bounded (by walls, strat-
ification, etc.) so that there is an upper limit for the in-
tegral length scale (e.g. stratified layers in the ocean) or
they can be subject to rotation (e.g. geophysical flows).
The understanding of these effects is up to now incom-
plete, see for example the recent review [3].

From previous experiments (e.g. [4]) it is known that
when the Rossby number is low enough, i.e. Ro(y) =
u(y)/(2ΩL(y)) ∼ 0.2 the flow seizes to be 3D but in-
stead the formation of so called Taylor columns can be
observed. They are parallel to the axis of rotation and
their axial extension is of the order of the entire domain
depth. The number of such Taylor columns increases
with increasing Reynolds number and increasing rota-
tion rate Ω of the reference system. Their formation has
been associated with inertial waves, see for example [4].

Experiments with identical forcing conditions, but
with the flow seeded with Kalliroscopic markers, revealed
how very quickly tube-like structures start to form at the
edge of the turbulent layer at y∗ (see figure 1). These
2D structures, also known as Taylor columns (e.g. [4]),
propagate towards the bottom of the tank at constant
speed, while the 3D turbulence remains confined within
a small region close to the grid.

In a slightly different experiment, when the grid
starts to oscillate in the rotating tank, the turbulent flow
(generated by the oscillating grid) propagates downwards
with H(t) ∝ f(t) (f(t) has being a target of our previous

study [5] to validate the propagation law of exp(−t), pre-
dicted by [6]). The question arises whether the time t∗
for the turbulent front to reach the location y∗ is longer
or shorter than the time scale t2D needed for the 3D-2D
transition.

In this work we intend to study the nature of the 3D-
2D transition. Additional questions involved are: Do the
horizontal vorticity components vanish in the region of
transition? How sharp is the transition? How are the
Taylor columns related to the 3D turbulent region? In
this note we report results for the field of velocity and
acceleration. In a following study we will investigate the
behavior of the velocity gradient tensor.

2 Method

An oscillating grid setup (see Ref. [7] for more details)
is located on a rotating table as it is shown in Fig. 1. We
use a fractal grid following [8]. We have rectangular bars
with three fractal iterations and a bar length of 4 mm.
The bar thickness varies from 1 to 2 mm. The grid is
installed near the upper edge of a water filled glass tank
with dimensions 200 x 200 x 300 mm3 and oscillates ver-
tically at 9 Hz with a stroke of ±4 mm. The individual
jets and wakes created by the motion of the grid bars
interact and at sufficient distance from the grid, the flow
becomes turbulent as it propagates away from the grid.
The turbulence is considered nearly isotropic and homo-
geneous in planes parallel to the driving grid.

The 3D-PTV experiments were conducted by using a
high-speed camera (Photron Ultima APX, 1,024 × 1,024
pixels) at a frame rate of 125 Hz. The maximum record-
ing time at this frame rate is 49 s. The camera is trig-
gered by the onset of grid motion. We use mirrors to
split the view into four separate images that allow to
perform PTV with a single camera only, which on a ro-
tating table with confined space is of great advantage.
The beam of a continuous 25 Watt Ar-Ion laser is ex-
panded through two cylindrical lenses to form a laser
sheet of 30 mm thickness which passes through the mid-
plane of the tank. The camera records the light scat-
tered by neutrally buoyant polystyrene tracer particles
with a diameter of 100 μm. In order to reach rigid body
rotation as initial condition, a long spin-up time of 30
minutes was necessary. This required that the density
of the fluid was precisely matched to the density of the
flow markers. Accurate density matching was reached at
1.048 g cm−3 by adding NaCl to the fluid in a 1 : 12
mixing ratio.

Here we compare the results of two experiments: a)
the case when the grid starts oscillating in a rotationg
fluid at Ω = 0.75 rad s−1 and b) a steady state case in
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Figure 1: Left - Flow visualization using Kalleroscopic markers and a schematic view of the setup. Right - Trajectories
over 3 seconds of recording. Color (online) is defined by an acceleration threshold.

which grid oscillation was started 10 min before record-
ing, at Ω = 1.0 rad s−1. Each experiment produced 6100
frames per run that where processed using the method
described in [9]. For a field of view of roughly 60×60×30
mm3 the final particle position accuracy is estimated at
±5 μm.

3 Results

As a first result we show in figure 1b particle trajecto-
ries over 3 seconds of flow visualization. An acceleration
threshold is used to render the 3D-2D transition. From
an inspection of such plots a clear 3D-2D transition can
be seen at about y∗ ≈ 35 mm distance from the lowest
grid position for Ω = 0.75 rad s−1 and at y∗ ≈ 23mm for
the slightly faster rotation of Ω = 1.0 rad s−1.

In a more quantitative approach, we measure the two-
point correlation of the horizontal velocity components,
with horizontal separation vectors for different distances
from the grid (〈u(x)·u(x+r)〉y/〈u(x)2〉y where subscript
y means averaging over horizontal planes). In figure 2
correlations for the situation 30 s after grid initiation
are plotted. We note that the curves start to collapse at
distance y > 35 mm away from the grid, indicating that
the scale L, measured from these two-point correlations,
does not grow anymore.

Similarly, in figure 3 a collapse of correlation curves
occurs for y > 23 mm. Note that here the curves are not
normalized with 〈u(x)2〉y, and the velocity variance (i.e.
〈u(x) · u(x + r)〉y ∼ 6 · 10−5 m2s−2 for r = 0) is almost
independent of y. It seems that for both runs we have
identified a position y∗ where the flow changes from 3D
to 2D (figure 1) and we have constant L∗ ≈ 13 mm (L∗
is defined using the area under the curve measured from
r = 0 to the zero intersection). From figure 3 we can es-
timate the corresponding Rossby number Ro(y∗) ≈ 0.3.

It is known ([10, 11]) that in non-rotating case, the
root-mean-square of the turbulent velocity decays as
urms ∝ y−1, which was confirmed in our setup using 2D
PIV [7].Interesting enough, at early times of the evolv-
ing case (Ω = 0.75 rad s−1), we find the same relation of
urms ∝ y−1 as it is shown in figure 4. As time progresses
(t > 30 s) at some distance y ∼ 30 mm from the grid
urms starts to deviate from this law and becomes almost
constant. This is consistent with the result on corre-
lation curves mentioned above. For the stationary run
(Ω = 1.0 rad s−1) the same phenomenon occurs closer
to the grid, at y ∼ 20 mm. We can therefore conclude

that at a critical distance y∗ the scale L, urms and also
Ro(y) (defined using the horizontal components) assume
constant values and that y∗ coincides with the visual ob-
servation of the flow becoming 2D. In the following we
attempt to quantify the transition to the 2D flow.
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Figure 2: Two-point velocity correlations for different
distances from the grid, Ω = 0.75 rad s−1.
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Figure 3: Two-point velocity covariance for different dis-
tances from the grid, Ω = 1 rad s−1.

In figure 5 we plot the ratio of horizontal to verti-
cal acceleration components, again for early and later
stages of the evolving and stationary experiments. We
note that in the proximity of y∗ the horizontal compo-
nents start to dominate over the vertical ones and that
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the ratio grows for y > y∗. It is interesting that there
is no significant difference between the early, late and
stationary curves, which possibly indicates that acceler-
ation is being affected by the Coriolis force from the very
beginning.

In figure 6 we show the cosine of the angle between
velocity vector u and the vertical direction, conditioned
on the distance y. Before the transition at y < y∗ the co-
sine is very close to a random distribution, as it appears
in 3D isotropic turbulent flow. For y > y∗ however, we
observe that for the evolving run, velocity becomes more
horizontal and departs from the early curve somewhere
at y ≈ 30 mm. In the stationary run we observe the
horizontal velocity orientation closer to the grid.
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Figure 4: Evolution of the root-mean-square of the hori-
zontal velocity urms.
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In order to quantify the level of anisotropy we use
the tensor of anisotropy introduced by [12] which is the
deviator of the fluctuating velocity tensor, defined as
Bij = 〈uiuj〉/〈u2〉 − 1/3δij, where u2 is the turbulent
kinetic energy, and δij is the Kronecker delta tensor.
The anisotropy tensor is dimensionless, has zero trace,
and vanishes identically if the turbulence is isotropic.
This tensor has only two invariants, namely II and III,
which are defined as II = bijbij and III = bijbjkbki. We
present the distribution of the velocity fluctuations above
and below y∗ in figure 7. It is evident that for y > y∗
the flow becomes anisotropic and that it approaches the
axisymmetric border of the invariant envelope.

4 Conclusions

Transition of turbulence from 3D to quasi 2D in inho-
mogeneous rotating turbulent flow was investigated by
means of 3D-PTV. An oscillating grid drives the turbu-
lence in a rectangular rotating tank. We find that the
3D turbulent flow remains confined to distances y < y∗
and becomes 2D for larger distances. We estimate the
corresponding Rossby number to be Ro(y∗) ≈ 0.3. The
results for acceleration indicate an immediate effect of
rotation in the very proximity of the grid. However, for
velocity, we observe that the transition occurs only after
a few Ω−1 turnover times.

It the next phase of this experiment we will zoom in
on the region of transition in order to resolve also velocity
gradients and to study their evolution in time, for exam-
ple of the vortex stretching term ωiωjsij and the strain
production term −sijsjkski. It is of interest whether the
spatial gradients behave similar to acceleration (becom-
ing 2D from the beginning) or if they have the time scale
of the development of the velocity field, or if there is yet
another alternative.
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1 Introduction

A recent report on the meeting’s conclusions from the
UNESCO-organized open symposium on The Ocean in
a High-CO2 World [1] points out that the ocean is one of
the EarthŠs largest natural reservoirs of carbon and each
year absorbs approximately one third of the CO2 emit-
ted by human activities. According to research from the
National Oceanographic and Atmospheric Administra-
tion in the US (NOAA, an IOC Member State Agency),
the ocean has taken up approximately 120 billion met-
ric tons of carbon generated by human activities since
1800. The IOC reports that 20-25 million tons of CO2
are added to the oceans each day. The salinity of oceans
has thus tremendously increased over the last decades.
Without bothering with the details, an increased salin-
ity of the oceans will certainly impact the natural cir-
culation of the streams. That these numbers are plausi-
ble or not should not prevent from ’ringing catastrophe
bells’, even if the uncertainty in the correlations used
to estimate CO2 uptake ranges today reaches 300% [2].
Clearly, there are considerable incentives to improve our
understanding of scalar exchange phenomena and reduce
such uncertainties, which have major impacts on policy
related issues, for example, to the utilization of fossil
fuels. Gas exchange problems also occur in numerous
other environmental settings, such as desorption of dis-
solved substances, like PCBs, from inland and coastal
water bodies, that can be of significant air quality con-
cern.

Turbulence plays understandably a major role in con-
trolling air-sea exchange mechanisms. Most of the lab-
oratory and field data used to develop transfer models
relate indeed the scalar exchange coefficient to far-field
and/or interfacial turbulence, under various conditions;
e.g. free surface flows, sheared or unsheared surfaces,
etc. (see [3] for a comprehensive review of turbulence
and scalar exchange). The same is true with the di-
rect numerical simulations (DNS), although the studies
known sofar including the data discussed in this paper
were limited to low-to-mild shear Reynolds number flows
(Reτ < 200 − 300). We will not only refer to DNS and
experiments performed for the purpose of scalar transfer
parametrization, but also evoke how far is now the re-
search in terms of exploring the Large-Eddy Simulation
(LES) alternative to cope with high Re air-sea flows, fea-
turing more realistic wave breaking scenarios. The scalar
transfer models to be discussed in this paper were indeed
found to corroborate with both DNS and experiments,
but at low Reynolds number flow conditions.

We will proceed as follows. First, we will briefly re-
view two particular scalar exchange models, viz. the
surface renewal ans surface divergence models. Second,
we will consider the application of these models to re-
cent DNS of coupled gas-liquid turbulence and scalar
exchange across sheared deformable surfaces [4, 5, 6, 7].
The DNS studies referred to consider situations with a

range of gas shear at the surface, with turbulence being
generated at the interface itself, rather than elsewhere,
e.g. at the bottom boundary of the flowing stream. We
will finally review applications of the models to very re-
cent laboratory data for scalar exchange across sheared
gas-liquid interfaces [8]. The second part of the paper
will present selected new LEIS results (Large Eddy In-
terface Simulation) of breaking waves, where large scales
of turbulence and interface dynamics are resolved on the
supergrid level.

2 Turbulent Interfacial Flows

Figure 1: An idealized wave representation.

Interfacial flows refer to two-phase flow problems in-
volving two or more immiscible fluids separated by sharp
interfaces which evolve in time. Typically, when the fluid
on one side of the interface is a gas that exerts shear (tan-
gential) stress upon the interface, the latter is referred
to as a free surface. What differs mixed or bubbly flows
from the interfacial and/or dispersed flow is the rate of
variation in space of the interface topology, defined here
as interfacial scales (IS), with a spectrum ranging from
sea wave amplitude to bubble or droplet diameter. Tur-
bulence is rather specific to each phase, although its cre-
ation or dissipation is partly due to the way IS interact
with each other. But this is another more complicated
facet of the problem beyond the scope of work here.

To set the stage for what follows and pose the devel-
opment of numerical and modelling techniques on solid
grounds we first need to clarify the notion of segregation
of scales in multiphase flow. We proceed by analyzing
the canonical wave breaking problem depicted in Figure
1, which involves a hierarchy of length scales. Further,
we need to look at the flow as a combination of turbu-
lence scales (TS) acting in tandem with the interfacial
scales defined previously. As to the flow dynamics, the
wave develops by the action of pressure and wind-shear
by extracting kinetic energy from the mean flow; it ulti-
mately breaks into small scales and dissipates its energy.
The whitecap or a micro-breaking layer, where the flu-
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ids are hardly distinguishable, forms subsequent to wave
plunging across depth. Turbulence is generated in some
specific flow portions, i.e. on both sides of the sheared
surface, at the sea bottom created by friction, and sub-
sequent to jet plunging. The spectrum of turbulence
varies drastically depending on the imposed wind con-
ditions and sea depth: very large or integral scales are
formed on top by the actions of air entrainment with
the waves, whereas smaller ones evolve at the crest of
the wave, near breaking, and mostly within the white-
cap layer. The core liquid is also turbulent, featuring
upwelling motions from below. Sea-spray droplets cre-
ated by wave plunging disperse and deposit in response
to the air-side turbulence. The picture is complete; it
needs now to be translated in terms of modeling princi-
ples.

3 Air-Sea Mass Transfer Modelling

Estimates of the rate of interfacial mass transfer for gas-
liquid processes have mainly been based on measure-
ments and semi-empirical analysis [10, 11, 12, 13]. Scale-
up was costly and often unreliable. The advent of pow-
erful and affordable computational resources has helped
clarify new fundamental issues, but the extremely fine
resolution necessary to directly resolve interfacial trans-
fer forces the modeler to resort to empirical parameteri-
zations, as discussed next.

3.1 Surface Renewal Models

Early work on gas-liquid transfer modelling by [14] and
[15] proposed that transport expressed in terms mass or
heat transfer coefficients, β (sometimes denoted by K
in the literature, and also sometimes in this article) is
proportional to the liquid diffusivity, D, raised to some
power, i.e., β ∝ Dn. The theory speculates that turbu-
lence brought fluid from the bulk to the interface, where
unsteady absorption occurred into an essentially lami-
nar fluid for some period, τ , after which the surface el-
ement was replenished. Subsequently, [15] allowed for
a random distribution of surface ages for the renewed
elements, which was more typical of what might be ex-
pected from a turbulent fluid, giving on the liquid side,
thus translating τ as the mean time between surface re-
newals. The various subsequent models differed in the
way the exponent ”n” and the time between renewals τ
should be specified. A number of researchers proposed
various models for τ in the 1960s, notably the “large-
eddy model” of [16] and the “small-eddy model” of [17],
denoted hereinafter by LE and SE models, respectively.
The LE model gave τ ≈ Λ/u leading to a mass transfer
coefficient

β Sc1/2 = u Re−1/2
t (1)

where Λ is the turbulence integral length scale and u is
the integral velocity scale, and Ret = uΛ/ν is the tur-
bulent Reynolds number. On the other hand, the small-
eddy (SE) model of [17] gave τ ≈ (v/ε)1/2, where ε is
the turbulent energy dissipation rate close to the inter-
face, which can be either measured or calculated, e.g.
ε ≈ u3/Λ, and thus

β Sc1/2 = u Re−1/4
t (2)

There is some ambiguity in how to define the turbu-
lent Reynolds numbers in (1) and (2). Strictly speaking,
ε is the dissipation rate near the interface, and it is better
to use estimates of ε directly. Both models agreed with
limited sets of data, but gave very different results when

it came to predictions of transfer rate under the same
conditions. Theofanous [18] resolved this discrepancy by
showing that the large- and small-eddy models gave the
asymptotic behavior of the transfer coefficient at small
and large turbulent Reynolds numbers Ret, respectively.
For environmental systems, as Reynolds numbers in the
field are variable, but often quite high, the SE model and
the surface divergence (SD) model (see the next subsec-
tion) are appropriate, and many experiments are directed
towards finding the near surface energy dissipation rate,
ε.

3.2 Surface Divergence Models

The expression of [19] for the mass transfer coefficient for
the case where there is no gas shear at the interface and
the far-field turbulence is homogeneous and isotropic was
based on the blocking theory of [20]. Using a result from
[21], Banerjee [19] showed that for unsheared interfaces
at which high Sc gas transfer occurs, the mass transfer
rate β scales with the surface divergence field, or the di-
vergence of the 2D velocity vector tangential to the inter-
face, due to the fluctuating motions: (∇·u′tang)int, where
the subscript ”int” denotes the interface. Physically, this
is the signature of surface convergence/divergence and
renewal caused by turbulence events that bring bulk fluid
to the interface, known as “sweeps”.

In our recent contribution to this subject [7], we have
unexpectedly found the SD model to also apply for the
scalar transport parametrization at sheared interfaces,
although it was primarily thought for isotropic, homoge-
neous turbulence conditions and non-sheared interfaces.
In the modified form of the SD model (where we have
included an extra source term reflecting the surface cur-
vature ∇ · n), the interfacial mass transfer reads [7]:

β Sc1/2

U∞ Re
−1/2
t

= C
[(
∇ · u′tang − 2 w′ ∇ · n

)2]1/4

int

(3)

where C is a model constant of the order of unity, and
the quantity between square brackets is the square of
the surface divergence field tangential to the interface
(known as the dilation term). The RHS term is normal-
ized using the integral velocity and length scales of the
far field turbulence. The above form requires a closure
for the RHS term. This has been intuitively made based
on the Hunt-Graham blocking theory [19], and validated
against the DNS data [7], as shown in Figure 2:

β Sc1/2

U∞ Re
−1/2
t

= C
[
0.3
(

2.83Re3/4t −2.14Re2/3t
)]1/4

(4)

Note in particular that in estimating the integral ve-
locity scale Λ appearing in the definition of the tur-
bulence Reynolds number, use was made of expression
ε ≈ u3/Λ, where ε is the turbulent energy dissipation
rate in the bulk flow. The comparison between the DNS
and the blocking-theory based model shows very good
agreement between the two quantities.

A free interface, however, is mobile and can deform
in response to motions on the liquid side. The surface
divergence with a deformable interface may be expected
to be less, suggesting that the proportionality constant
may be less than unity.
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Figure 2: Comparison of the surface divergence term with
the Hunt-Graham blocking theory.

These models were compared with the DNS data of
[4], [6], and [7], showing overall an excellent agreement,
with the SD model in particular. To complete the vali-
dation of the SD model, the UCSB group [8] has recently
compared it with experimental data for higher interfacial
shear values. The agreement was also found good. Alto-
gether the SD model appears now to be a well established
and reliable theory for mass transfer across unsheared
and sheared gas-liquid interfaces.

4 DNS of Sheared Air-Sea Surface

Briefly, the flow which has been extensively studied by
the UCSB group [4, 9] then the ETH Zurich group
[5, 6, 7] involves turbulent air and water streams flow-
ing in opposite directions at the same shear Reynolds
number, Re� = u�2h/ν = 171. The flow quantities nor-
malized by the inner variables, namely the shear veloc-
ity u� =

√
τint/ρ, where τint represents the shear stress

at the interface, the half-depth of each computational
domain h, and the kinematic viscosity ν. The flow in
each sub-domain is driven by a constant pressure gra-
dient Π, such that u� =

√
2hΠ/ρ. The sheared inter-

face is allowed to deform in space and time by solving
a convection equation for the surface elevation. When
the interface is flat the interfacial shear balances the im-
posed mean pressure gradient. As the interfacial waves
start to develop, part of the energy is transferred into
form drag leading to a reduction of the interfacial shear.
In these references the waves fall within the gravity-
capillary range, with waveslopes ak = 0.01− 0.12 (wave
amplitude a times wavenumber k).

As these simulations proved useful in clarifying as-
pects of turbulence structure near deformable (nonbreak-
ing) air–water interfaces, they have been extended to
studies of scalar exchange by [4] for high Sc numbers
up to Sc=200, and recently by [6] for low-to-moderate
Schmidt numbers up to Sc=10. The results presented
in this section are extracted from this last investigation
and, when indicated, from [4].

5 Scalar Exchange Parameterizations

5.1 Surface Renewal model comparisons

For situations in which waves deform and break infre-
quently the modifications to the mass transfer scaling re-
quire clarification. In such cases the main near-interfacial

turbulence structures are found to scale with the fric-
tional drag Df at the interface [4]. The appropriate
velocity scale is then u∗frict ∼ (Df/ρ)1/2, where ρ is
the fluid density. Both the surface divergence and the
time between renewals, τ , are expected to scale with
u∗frict and ν. Looking at the liquid side, if the time
between sweeps is taken as the time between renewals,
then the DNS of [4] and [6] indicate that this scales as
τ ∼ 30−90 (ν/u∗2frict), which by virtue of the Danckwerts
theory for mobile interfaces leads to, with subscript ’L’
denoting the liquid side,

βL Sc
0.5
L /u

∗
frict,L

∼ 0.108− 0.158 (5)

Banerjee [19] showed that expression (5) agrees with
the lab-scale data available at that time and de Angelis
[4] found agreement with wind-wave tank data taken sub-
sequently. It is of interest to see how Eq. (5) compares
with the simulations. The Prandtl or Schmidt number
dependencies in Eq. (5) are compared with simulation
results for different Schmidt numbers in Figure (3). The
data presented in this figure were obtained by Lakehal et
al. [6] for 1 < Sc < 10; they were found to corroborate
with the earlier data of [4] for Schmidt numbers up to
200.

It is clear that the Schmidt number dependence is
correctly predicted at high Schmidt numbers, but there
is some deviation at low Schmidt numbers. Also, the
numerical value of the RHS of the equations is roughly
correct, but for Sc > 5 only; for values < 5, the Figure
shows its value to be actually smaller (0.083), for differ-
ent shear velocities - the smallest value corresponds to
the case where the interface is almost flat. Equation (5)
has also been compared with gas-wave tank data for SF6
and CO2 transfer rates from Wanninkhof and Blivens by
[7, 4]. The agreement was quite good, though the pre-
diction always lies somewhat below the data. This could
be due to a small effect related to turbulence from the
channel bottom reaching the interface, which enhances
the local turbulence.

Turning now to the gas side which perceives the liq-
uid much like a solid surface, as discussed earlier, and in
more detail by [5]. So, the surface renewal theory has
to be modified somewhat for such applications, as in Eq.
(5). This also leads to a different dependence on the
Schmidt number. For a solid (as is essentially the case
for the gas-side) surface, the form of the parameteriza-
tion changes as turbulence is more strongly damped with
w′ ∼ z2 (where z is the distance from the surface). The
DNS of de Angelis at high Sc revealed the scaling below

βG Sc
2/3
G /u

∗
frict,G ∼ 0.07 (6)

where the subscript ’G’ denotes the gas side. At low
Sc, however, the data of [6] shown in Figure (3) sug-
gest that the scalar transfer coefficient scales rather with
Sc−5/3, lying somewhat between the Sc−1/2 dependence
for free surfaces, and with Sc−2/3 for immobile surfaces
and much higher Sc numbers,

βG Sc
5/3
G /u

∗
frict,G ∼ 0.058 (7)

Note that u∗frict is based on the frictional drag com-
ponent, which is the total drag only if the surface is level.
With interfacial roughness due to waves, the total or ef-
fective drag includes form drag.
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Figure 3: The scaling of the gas- and liquid-side mass
transfer velocities versus Sc using the SR model, Eqs. 5
(a) and 7 (b), for u�L=0.001 m/s.

Figure 4: Time evolution of the dilation term γ, with
and without curvature.

5.2 Surface Divergence Model Comparisons

Before comparing the results of the new simulations with
the surface divergence models, we first examine the sur-
face divergence term γ+ (the RHS term in brackets in
Eq. 3) with and without curvature contribution for
u�L=0.002013 m/s. The time history of the dilation term
γ+ is plotted in Figure (4). The curvature-source term is
clearly shown to play an important role in estimating γ+,
and should therefore be taken into account for sheared
surfaces.

Turning now to the scalar exchange parameterization,
we consider the case where gas stress is imposed on the
liquid interface, which is the context of the DNS studies
discussed here. In these circumstances, the parameter-
ization of the scalar exchange should be first examined
with reference to Eq. (4). The Schmidt number depen-
dencies in Eq. (4) are compared with simulation results
for different values of Sc and for u�L=0.002013 m/s in
Figure (5). The best fit to the DNS data is obtained
with the proportionality constant C ≈ 0.45. It is clear
that the dependence is well predicted up to Sc=200, but
there is some deviation at Sc = 1. In Figure (6) the
DNS results of the liquid-side mass transfer coefficient
are compared with the SD model (4) for Sc = 1.0− 1.2.

The value of the constant C ≈ 0.35 fits the SD model
to the DNS results for various shear velocities quite well.
Here the surface divergence is calculated from the DNS
directly. This result is in conformity with what has been
speculated before: for Sc ≈ 1 the proportionality coeffi-
cient C in Eq. (4) should be somewhat lower. A similar
trend has already been observed by [4] (and confirmed
by the present DNS simulations) in their parametriza-
tion of the scalar transfer by reference to the SE model,
i.e. β+ ≈ 0.108Sc−1/2, as also shown in Figure (5). It
is evident now that in sheared interface situations, both
the SE and SD models (using inner-variables scalings)
predict the gas transfer rate less accurately for Sc ≈ 1
than for higher Sc.

The model was also found to work well employing
the far-field turbulent Reynolds number for prediction,
albeit the turbulence is actually generated in the near-
interface region. The Schmidt number dependencies in
both equations were compared with simulation results
for Schmidt numbers up to 10, and the agreement was
as good as with employing the inner variables as scal-
ing parameters for prediction. The Sc dependence of the
dimensional liquid-side mass transfer coefficient can be
well predicted using far-field turbulence by both equa-
tions only with the proportionality coefficient set equal
to C = 0.35.

It is understandable that from an engineering point
of view, the surface divergence term γ+ cannot be easily
determined; the alternative approximation to it is ex-
pression (4) using the far-field turbulence quantities, i.e.
Ret.

10-1 100 101 102
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10-2

10-1

β L+

DNS - Lakehal et. al.
DNS - De Angelis et. al.
0.108 Sc-0.5

C [(γ+)2]1/4 Sc-0.5, C = 0.45

Figure 5: The scaling of the liquid-side mass transfer
velocity (normalized by inner variables) with Sc using
the SE model (β+ ≈ 0.108Sc−0.5) and SD model with
C = 0.45, for u�L=0.002013 m/s.
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Figure 6: Dimensional mass transfer velocity versus fric-
tional velocity for Sc = 1.0−1.2. The SD model is clearly
seen to fit the DNS data with C = 0.35.
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6 The Large-Eddy & Interface Simulation
Concept: LEIS

For higher Reynolds number flows, the resort to LES is
understandably necessary. The combination of LES with
the one-fluid formulations for interface tracking should
help predict large-scale physics in the fluids down to the
grid-resolved level of wave problems. The combination
is termed LEIS, short for Large Eddy & Interface Sim-
ulation. The idea consists of grid-filtering each phase
separately; the resulting sub-grid scale (SGS) stresses
are modelled as if they were isolated. Special treatment
may be necessary at the interface though, taking ad-
vantage of the fact that the lighter phase perceives the
interfaces like deformable walls [5]. In LES, the grid size
is related to the smallest resolvable eddy length scale
(TS) on each side of the interface. In ITM the small-
est IS that can be captured on a given grid is of the
order of the grid cell; slightly larger with the Level Set
than with VOF for instance. The combination of the two
brings a notable difference, that is: besides delivering the
time-dependent interfacial kinematics (and provided the
method could achieve sufficient resolution for the bound-
ary layers at the interfaces), the need to model the inter-
facial exchange terms in the two-fluid phase conservation
equations is eliminated. For the time being this is limited
to interfacial flows defined above, and will remain not
feasible for dispersed gas-liquid flows; the effort needed
to track all interfaces and compute accurately the gra-
dients at the interfaces in, say, bubbly flow would have
been prohibitive.

The grid-scale description of immiscible Newtonian
two-fluid flow is also based on filtering the subgrid-scale
motions (f ′) out of the true flow field (f) using a convolu-
tion product. Specifically for Volume-of-Fluid methods,
the phase indicator function C(x, t) is equal to unity if
point x is occupied by phase k=G and zero otherwise;
once filtered, this quantity yields the resolved volume
fraction:

C(x, t) ≡
∫

D

G(x− x′)C(x′, t)dx′ , (8)

The derivation of the filtered one-fluid equations is
based on the use of the component-weighted volume av-
eraging (CWVA) procedure [24] employed for the LES
of turbulent bubbly flows. In the context of the in-
terface tracking-based single-fluid formalism, CWVA re-
duces to Favre averaging, i.e. f̃(x, t) = ρ f(x, t)/ρ,
where ρ ≡ ∑k Ck(x, t)ρk. Detailed derivation of the
filtered single-fluid conservation equations is provided
in [22, 23]. The filtered LEIS equations are very similar
to the filtered compressible flow LES equations, but do
include a resolved surface tension term Fs = σκ n̂iδs to
account for interface momentum jump conditions, where
σ is the surface tension coefficient, κ is the interfacial cur-
vature, n̂i is the unit interface normal, and δs is the sur-
face delta function. The local (phase-specific) subgrid-
scale tensor is defined as

τij ≡ ρ (ũiuj − ũiũj) (9)

Liovic and Lakehal [23] used a-priori evaluation of
the important SGS terms in the filtered one-fluid equa-
tions and showed that for flows consisting of immisci-
ble fluids of length scales larger than the grid size, the
SGS stress term is at least O(102) larger than the unre-
solved surface tension. Consequently, the LEIS approach
only features explicit closure of the SGS stress term, us-
ing for example:

νt ≡ fμint (CsΔ)2
√

2S̃ijS̃ij (10)
with the model coefficient set equal to CS = 0.1 in

the core flow, which is the average value obtained using
the Dynamics model of Germano [24] for a two-phase
flow shear-layer.

In the presence of shear – either near the wall or in
the vicinity of deformable surfaces where the viscous sub-
layer is well resolved – eddy viscosity models generally
need to incorporate a damping function (fμ) in order
to accommodate the near-wall/interface limiting behav-
ior in low-Re number flow conditions. Similar ‘correc-
tions’ need to be introduced when eddy viscosity models
are employed for interfacial two-phase flows, where the
lighter phase perceives the surface like a rigid wall [5]. A
systematic LES study of the [5] flow performed by [25]
has shown that without such modification, the Smagorin-
ski model alone becomes excessively dissipative, just as it
tends to be for wall-bounded flows. For low to moderate
interface deformations the DNS database of [5] provided
an exponential dependence of fμint on the distance to the
interface y+

int from the gas side:

fμint = 1− exp (a y+
int + b (y+

Int)
2 + c (y+

Int)
3) , (11)

where a, b and c are model coefficients.
Analogous to the concept of a “wall units” length

scale (y+), damping of eddy viscosity in SGS modelling
at sheared interfaces requires the introduction of its own
length scale measure, denoted here by the “interface tur-
bulence units” y+

int. In [23] the authors introduced and
validated the algorithm for extracting the elements nec-
essary for estimating y+

int from the flow field, namely the
interfacial friction velocity Uτ Int, and the reconstructed
distance function (RDF) φRDF defined by:

y+
Int = U τIntφ

RDF/ν; U τInt =
√
τInt/ρ . (12)

7 LEIS of Steep Water Waves

7.1 Problem set-up and simulation strategy

Work on this topic is detailed in [26, 27]. In this problem
a constant bed slope α = 4.80 is assumed, in which case
simulation using a Cartesian mesh and off-vertical grav-
ity contributions is ideal. In this study, the streamwise
breadth of X = 8.0m is resolved by 240 cells, the span-
wise breadth of Z = 0.6m is resolved by 80 cells, and the
crossflow breadth of Y = 0.3m is resolved by 40 cells. A
preliminary coarse-grid resolution of 140×40×20 was not
sufficient to resolve the interface viscous sublayers, such
that the details of the interface wrinkling were smoothed
out. The fine grid resolution helped resolve both the
wall (channel bed) and air-side interface viscous sublay-
ers down to y+

Wall ≈ y+
Int ≈ 0.1.

The fifth-order Stokes theory of Fenton [28] is the
basis of the free surface initialization and boundary con-
ditions used here. The low is initially at rest, develop-
ing subsequently under gravity and the loading imposed
by the wave generator. Once the potential energy of
the liquid is transformed into kinetic energy, the actual
Reynolds number should, over time, adapt accordingly.
The fluctuating turbulent field initially imposed was gen-
erated using a Gaussian distribution with zero mean and
a standard deviation of σu =

√
g d sin(α). After solu-

tions representative of the fully-developed flow were ob-
tained, the shear Reynolds number was found to con-
verge in both phases towards ReτInt ≈ 400, where U τInt is
the friction velocity (equally applicable from both sides
of the interface).
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The offshore boundary is prescribed as a fixed flow
condition, with velocities determined as partial deriva-
tives of the field potential based on the prescription of
Fenton [28] The velocity distribution of air entering the
solution domain at the offshore boundary is initialized
to share the velocity of the water at the free surface
level, thus minimizing shear at the interface/offshore-
boundary junction. This initialization presumes the
water-sided wave generator to be responsible for near-
surface currents on the air side of the free surface. Im-
posing wind to modify the wave breaking phenomena is
avoided. The onshore boundary is treated as an open
boundary condition to ensure global mass conservation.
The bed is represented using no-slip boundary condi-
tions. The higher resolution has indeed resulted in low-
Re number resolution sufficient to avoid resorting to
wall functions. Periodicity condition was applied to the
boundaries normal to the longshore direction.

Figure 7: Wave breaking events.

Figure 8: Cross-flow secondary velocity field and surface
deformations.

7.2 Wave breaking events and flow structure

Snapshots during breaking events show characteristics of
both spilling and plunging breakers, and in general is still
best described as "weak plunging". During start-up, the
front face of the wave becomes vertical and the top of
the wave turns over, indicative of plunging events. How-
ever, the jet thrown forward from the top of the front
face doesn’t feature significant momentum; the jet col-
lapses to resemble spilling of a crest down the front of
a wave, and no significant pipeline is formed. Later on
in the fully-developed flow (as shown in the sequence of
snapshots in Figure 7), there is a clear large-scale turn-
ing over of the wave, a more noticeable pipeline, and
entrainment of air below the free surface – all features
of plunging rather than spilling. The plunging event is
weak, in that: (i) the jet is not thrown forward far enough
to form a pipeline of substantial radius; (ii) splash-up
forward of the impact point does not rise to a substantial
fraction of the wave height.

The flow field structure generated by the simulation is
analyzed of Figure 8, illustrating the secondary velocity
field at various y-z cross sections through the flow. The
velocity field is superimposed on the free surface marker,
which is seen to respond to vortical structures. The for-
mation of longitudinal vortices at the channel bed and
on both sides of the interface is visible in the left panel,
corresponding to a pre-breaking scenario. Turbulence is
fully developed along the channel, but it is most intense
in this first cross flow location. Typical scales of the
generated eddies compare with depth d of half the bath ,
and are about 1/4 to 1/5 the width of the domain. The
figure reveals vigorous downwelling and upwelling pat-
terns developing with the breaker. The impact of these
flow events on the surface can be observed as well. Prior
to breaking, turbulence was found to obey the -3 decay
law, afterwards it changed to a -5/3 slope in the inner
and outer surfs.

7.3 Mean flow results

We proceed in this section by extracting information
about the transport in the mean flow, including the ex-
change of energy between the waves and the mean flow,
and vice-versa. The flow is decomposed into mean flow
and unstable wave modes. Data generated after this
threshold (ϕ̃) were first averaged spatially in the span-
wise lateral direction (denoted by the symbol<ϕ>), then
over time to yield <ϕ>. Note that for simplicity we will
omit the tilde symbol from the notations below. The dif-
ference between the spanwise average and the time aver-
age of the spanwise average velocity ui” ≡ <ui>− <ui>
is designed to estimate the wave velocity, containing both
the unstable modal velocity and small-scale fluctuations
superposed on it; i.e. ui” = umi + u′. The stresses dis-
cussed next relate to the wave-induced motion. To dis-
tinguish between modal- and turbulence-induced ener-
gies, use should be made of ensemble averaging over dis-
tinct realization: this is possible in experimental studies,
but rather elusive with LES and DNS.

Figure 9 presents the distribution of the averaged
phase velocities and modal energy stresses. Time av-
erages were generated over four wave periods, which is
probably short for the purpose of generating ergodic flow
statistics, but these were neither intended for the pur-
pose of detailed comparison nor for the validation of the
numerical method; details of this are provided in the ac-
companying paper [23].

The averaged cross-flow velocities are one order of
magnitude weaker than in the streamwise direction, but
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indicate that the entrained airflow is dominated by vor-
tical structures along the spanwise extension. In this
breaking zone the wave flow field is clearly dominated
by streamwise stresses, with the intensity of the distri-
bution clearly shown to feature a dependence on interface
proximity. The intensity of vertical and spanwise stresses
marks the location of the core of the jet region is. But
again, cross-flow stresses are shown to dominate over the
spanwise components and to contribute as much as 50%
to the unstable wave field. In the shoaling and breaking
zones the water-sided fluctuations in the spanwise ve-
locity component,

√
v”v”, are smaller further away from

shore. The source of wave induced fluctuations in the air
is shown to be located closer to shore, suggesting that the
transition from wave steepening to wave breaking is the
precursor feature for wave-induced fluctuations genera-
tion in the airflow.

Figure 9: Mean and RMS axial velocity distributions.
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Figure 10: Flow decomposition: Zone 1= Shoaling; 2 =
Breaking; 3 = Outer surf; 4 = Inner surf.

7.4 Zonal conditional analysis

Visual assessment of the breaking events suggests a nat-
ural delineation of the flow into regions featuring differ-
ent flow characteristics. Figure 10 shows the delineation
of zones adopted in the current study (scaled relative
to the quiescent free surface representation). Each zone

features specific transport processes taking place repeat-
edly at specific instants, while the nature of the trans-
port processes may differ significantly between zones. In-
deed, unlike in most single-phase flows amenable to LES,
the present context requires the identification of specific
events, not necessarily periodic or homogeneous as would
be required, for example, in triple flow decomposition for
flows dominated by coherent structures.

Zone 1 is the shoaling/deformation zone furthest off-
shore, located at 8.9 ≥ η ≥ 12.0 from the quiescent shore-
line location, where η is defined by η = (Xtr − x)/d0,
where Xtr = 4.35m is the shore location of the sea un-
der quiescent conditions relative to the origin (offshore
boundary) of the computational flow domain, and x is
the streamwise coordinate relative to the origin. The
zone is characterized by low wave slope and high Froude
number. Zone 2 is the main breaking zone lying in the
interval 7.3 ≥ η ≥ 8.9 from the shoreline and is char-
acterized by high wave slope and maximal wave crest
height. The Froude number here is slightly smaller than
in Zone 1. Zone 3 is the outer surf zone located in the
region 4.2 ≥ η ≥ 7.3 from the shoreline and is charac-
terized by the post-breaking aftermath. Zone 4 is the
inner surf zone located at 1.1 ≥ η ≥ 4.2 from the shore-
line and is adjacent to the swash zone (which includes the
shoreline). This latter flow area is characterized by a low
Froude number, too. The analysis focuss here on each
of these zones separately. The analysis presented next
deals with the most pertinent flow features associated
with breaking and micro-breaking, which are essential
for mass transfer modelling, since this is directly related
to interfacial area evolution.

7.5 Interfacial area and microbreaking

A notable feature of the breaking events shown in Fig-
ure 7 is the formation of small-scale surface deforma-
tions perpendicular to the spanwise direction. This pro-
cess may be referred to as surface "micro-breaking" if it
is accentuated and uncorrelated with the dominant 2D
wave propagation and wave breaking. Micro-breaking is
the first visible evidence of three-dimensionality in flows
driven by nominally two-dimensional waves. Jaggedness
of the wave crest and curvature in the longshore direc-
tion of the flow are ubiquitous features of breaking waves.
Flow models featuring simplistic representations of the
interface kinematics of wave breaking cannot capture mi-
cro breaking. The causes of micro-breaking, and more
particularly its implication for turbulent processes in the
flow are treated in [27].

Identifying surface wrinkling as a precursor that may
lead to micro-breaking, a modified version of the mea-
sure introduced by Geurts [29] is used here to quantify
surface wrinkling in a nondimensional manner:

W = L0 + 2H0
L0H0

∫
S |κ|dS∫
Sflat dS

. (13)

In this expression
∫
Sflat dS is the interfacial area

of a smooth free surface parallel to the sea bed (de-
noted by A0) and is introduced to make the wrinkling
measure independent of quadrant size. The parame-
ter (L0 + 2H0)/(L0H0) is introduced to scale the wrin-
kling measure with the curvature of the underlying 2D
wave; it was set equal to ≈ 9.24 at the initialization
of the wave. Two measures of wrinkling are generated:
(i) W 3D, based on the free surface of the fully 3D flow;
(ii)W 2D, based on the free surface locus of the spanwise-
averaged flow field. If W 2D is interpreted as the wrin-
kling associated with the underlying 2D wave-form, then
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the difference betweenW 3D andW 2D emphasizes the ex-
istence of surface deformations that may "subjectively"
be classified as micro-breaking. Finally, the interfacial
area A scaled with A0 has also been determined for com-
parison with W :

A =
∫
S
dS∫

Sflat
dS
. (14)

While wrinkling measures W 3D and W 2D are specif-
ically dedicated to measuring grid-scale interface defor-
mations, the interfacial area A contains both small- and
large-scale surface deformations, and as such it does not
delineate three-dimensional free surface micro-breaking
from the wave deformation in two dimensions. Surface
deformations may be classified as micro-breaking if the
normalized interfacial areaA/A0 is somewhat larger than
unity, but this is not clear yet. Figure 11, illustrating
the time evolution of W and A/A0, helps distinguish
nearshore from offshore flow zones. The periodicity is
clearly seen to take place in Zone 1 only, the area popu-
lated by the low-frequency wave-wave interaction.

Figure 11: Surface wrinkling (2D and 3D) and interfacial
area evolution in each flow zone.

The left panels of Figure 11 comparing two- and
three-dimensional wrinkling show that the free surface
in zone 1 generally features low curvature, with occa-
sional crests in the wrinkling signal coinciding with wave
crest steepening as zone 2 is approached. There is lit-
tle difference between the 2D and 3D wrinkling signals.

[The appearance of micro-breaking wrinkles at the start
is due to the white-noise perturbation imposed on the
initial flow field, rather than a result of the mean flow
evolution.]

Negligible wrinkling generally prevails in zone 2, with
the exception of the breaking event during which surface
deformations are systematically accompanied by three-
dimensional micro breaking. The occasional surface de-
formations observed in this zone coincide with the im-
mediate pre-breaking event, where the wave saturates
before plunging. Peak values in the wrinkling measure
for zone 2 in Figure 11 correspond to the type of free sur-
face configuration shown in the first panel of Zone 2 (c.f.
Figure 10). According to the signals taken in this zone,
2D wrinkling dominates the overall surface deformations
and is associated with the jet being thrown forward of
the crest during wave breaking, when air bubbles are
trapped underneath the jet and entrained underneath
the free surface. The micro-breaking contribution dur-
ing wave plunging in this zone is seen to take the form
of a longshore instability in the jet.

Following start-up, the Zone 3 panel of Figure 11
shows sustained and significant high frequency topol-
ogy deformations. The event resulting in the most con-
centrated interface wrinkling coincides with the collision
of backwash water from the inner surf Zone 4 with the
jet and splash water thrown towards shore from the af-
termath of plunger breaking. The time signal shows
W 2D at maximum wrinkling to be relatively insignifi-
cant, suggesting the wrinkling to be dominated by micro-
breaking. Subsequent troughs in the W 3D signal show
that interface smoothness in zone 3 is periodically re-
gained between periods of significant wrinkling, as shown
in the zone 3 snapshots of Figure 10.

Surface deformations in zone 4 are also shown to be
dominated by micro-breaking. The backwash of water
can again be seen to contribute significantly to micro
breaking. Wrinkles also propagate into zone 4 from the
outer surf Zone 3. Beyond a superficial description of
wrinkling in the wave-breaking flow, W 3D, W 2D and A
at this stage do not answer the important open questions
regarding interface wrinkling. These questions include
the manner in which micro-breaking occurs in surf zones
featuring wave breaking and backwash, and the relative
importance of wrinkle dissipation and propagation in re-
establishing smoothness in wrinkled nearshore zones.

8 Concluding Remarks

The contribution highlights the progress achieved in sim-
ulating turbulent air-sea flows using DNS and LES, with
support from experiments. State-of-the-art prediction
methods were not introduced in the detail. Empha-
sis was rather placed on flow-physics prediction based
on direct and large eddy & interface simulations. The
DNS and experiments have permitted to establish the
SD model as a reliable theory for mass transfer across
sheared and unsheared interfaces. The LEIS is shown
to be a possible route for exploring more plausible wave
deformation scenarios under high Reynolds number flow
conditions. In particular, the method was capable to
delineate flow zones featuring the most vigourous sur-
face wrinkling and microbreaking. More detailed results
including kinetic energy production, dissipation, turbu-
lence transport and enstrophy can be expected for the
near future.
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Abstract
In the present paper we discuss a LES

methodology for large-scale, environmental prob-
lems. Specifically we discuss peculiar features of
the model LES-COAST, developed by IE-Fluids,
University of Trieste, for the Italian Agency of
Environmental Protection (APAT). The model is
suited for marine, complex-geometry, anisotropic
problems, typically occuring in coastal engineer-
ing. Examples of application of the model are
also discussed. Specifically we show some results
of the simulation of the Tevere river runoff in
the Tyrrhenian sea and of the three-dimensional
transport and mixing in the Muggia Bay (Gulf
of Trieste) under breeze forcing. The numeri-
cal model is presently used for research as well
for consultant activity for the prediction of dis-
persion phenomena in shallow-water near-shore
areas.

1 Introduction

A branch of fluid mechanics of growing interest is that
devoted to the study of environmental problems. To be
more precise, for environmental fluid mechanics (EFM)
it is intended the study of fluid flows in surface water,
ground water, the atmosphere, and engineered systems
(e.g. wastewater treatment plants). The most fascinat-
ing and, at the same time, complex aspect of EFM is
that knowledge of many disciplines is required; typically
an EFM problem requires knowledge of classical fluid
mechanics, civil engineering, large scale dynamics, mete-
orology, geophysical fluid mechanics, limnology, environ-
mental engineering.

The main difference between the classical (indus-
trial) fluid mechanics and EFM is the length scale over
which the phenomenon develops. Typical EFM problems
evolves over scales of 103 meters along the horizontal di-
rection and 102, 103 meters along the vertical direction,
respectively for water basin and atmospheric problems.
Typical velocity scales U are of the order of 0.05 m/s
for water dynamics (tides, currents) and of the order
of 5 m/s for the low atmosphere. For a mid-latitude
water basin we obtain a value of the Rossby number
Ro = U/fL of the order of 1, where f = 2ΩHsinθ
is the Coriolis parameter ΩH is the earth rotation fre-
quency and θ the latitude. Conversely for the low at-
mosphere Ro ∼ 102, much larger than the previous one.
It is well known from literature that values of Ro much
larger than one, make the effects of rotation negligible
when compared to the inertial ones. On the other hand,
when Ro ∼ 1 the rotation may play a role in turbulent
mixing within the water column (see among the others
[5], [15] and [9]). Specifically it has been shown that the
three components of rotation may re-distribute energy
from the mean field to the fluctuating one, thus acting

as production/destruction terms of the turbulent kinetic
energy. The analysis of the typical velocity-scales and
length-scales hence shows that rotation effect may be
relevant in water basins analysis whereas it may be less
relevant for the study of pollution dispersion in the low
atmosphere.

A main difference between EFM and classical fluid
mechanics is density stratification. As discussed before,
in EFM the vertical length scale is always of the order
of at least ten meters and vertical variation of temper-
ature is likely to occur. In water basins, salinity (the
concentration of dissolved salt in water) may also play
a role and it may interact with temperature to produce
thermo-halin effects in the fluid column. Humidity plays
a similar role in the low atmosphere. Since the variation
of density due to temperature and concentration is small,
compared to the bulk density of the fluid columns, the
governing equations can be simplified and the flow field
can be assumed incompressible. The presence of stratifi-
cation appears as a body force term (gravitational term)
in the vertical component of the momentum equation.
This is known in literature as Boussinesq approximation
of the Navier-Stokes equations (for a detailed discussion
see [8]). From a physical point of view, the buoyancy ef-
fects due to the change of density are retained, whereas
the change of volume of the fluid due to the variation of
concentration/temperature is neglected. At least three
additional equations must be added to the system: two
of them are the advection-diffusion equations of temper-
ature and concentration; the third one is the state equa-
tion ρ = ρ(T,C) which relates density to temperature
and concentration (salinity in water and humidity in the
atmosphere). Additional advection-diffusion equations
must be also included in the system if one is interested
to the analysis of the concentration of a dispersed phase
in the flow field.

Numerical models are in use in practical engineer-
ing for the prediction of dispersion of, among the oth-
ers, thermal/fresh water plumes in sea basins or lakes,
plumes from smokestacks in the low atmosphere. Most
of available models are based on very restrictive hypothe-
ses and give a rough estimation of the characteristics of
dispersion of the polluting agents. Since these models
must be used by technicians with little fluid mechanics
knowledge, the most important characteristics are the
simplicity of use and the ability to supply an estima-
tion of some relevant quantities (i.e. the concentration
of some chemical agents) using a wide range of forcing
parameters in a reasonable time.

For coastal applications, often two-dimensional mod-
els are used under the assumption of shallow water con-
ditions. Obviously such models are not able to predict
very important dynamics related to the effects of verti-
cal stratification. Three dimensional models have been
recently developed, solving the governing equations un-
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der a very wide range of parameters and flow condi-
tions. These softwares, designed to solve a wide class
of problems, are composed of different modules and are
designed to run on desktop stations. Most of these
solvers are based on the solution of the Reynolds av-
eraged Navier-Stokes equations, with turbulence mod-
els derived from the industrial experience. However it
is not clear how models developed for well defined and
controlled flows can be extended to a field where addi-
tional physical processes are present (rotation and strati-
fication effects, strongly three-dimensional flows without
any mean prevalent flow, ect.). For an overview on ba-
sic modeling in coastal ocean turbulence and mixing see
Burchard et al., (2008).

On the other hand, over the last decades fundamen-
tal research has successfully analyzed problems archety-
pal of applicative processes, with the aim to understand
physical mechanisms occurring in environmental flows.
Such studies have been limited to problems character-
ized by simple geometry and boundary conditions (see,
among the others, the study of internal waves induced by
a bump in a stratified flow, [4] and [17]). Both direct nu-
merical simulations and resolved large eddy simulations
have been used for the analysis of fundamental problems,
thus limiting the range of values of Reynolds number af-
forded.

As a consequence a gap exists between archety-
pal, high quality numerical simulations of environmental
flows and simulations of real-life problems. The former
usually require a large amount of CPU-time and notice-
able pre and post-processing time. Due to these char-
acteristics only few significant simulations can be car-
ried out. The latter incorporate many physical/chemical
processes, including chemical reactions, bacteria dynam-
ics etc.. They do not require large cpu-time and allow
the analysis of a wide range of physical conditions. The
drawback of these practical engineering tools is that it
is still not clear how to perform reliable validation tests
based on comparison with available experimental data.
Obviously due to the different topics of the two families
of simulations, they are not in competition with each
other, and the experience gained with the high quality
models may be useful to upgrade and make more reli-
able numerical models for practical environmental fluid
mechanics predictions.

The scope of the present note is to show an exam-
ple of such strategy, carried out by IE-Fluids, (Industrial
and Environmental Fluid Dynamics research group of the
University of Trieste). Specifically over the last few years
the resolved-LES numerical model used for fundamental
studies of wall bounded turbulence [1] has been modi-
fied and adapted to the study of applicative problems of
EFM. Specifically the model LES-COAST has been de-
veloped for coastal studies, and the model LES-AIR is
being developing for studies of emission from chimneys
in the low atmosphere. In the following section we briefly
describe LES-COAST and some applications to real-life,
coastal-hydrodynamics problems.

2 LES-COAST: a LES model for predic-
tion of mixing in coastal areas

LES-COAST is a Large Eddy simulation solver prop-
erly suited for coastal applications. It has been recently
developed for the Dept. of Protection of Internal and
Marine Waters, of APAT, and it is currently in use for
the analysis of applicative problems. The model solves
the Boussinesq curvilinear-coordinates formulation of the
filtered three-dimensional Navier-Stokes equations. The

Boussinesq approximation applies for flow fields charac-
terized by small variations of density Δρ/ρ0 ∼ O(10−2)
(with ρ the density and ρ0 a reference bulk density) and
hence, density variations affect momentum transport and
are negligible as regards volume variations. The model
is able to treat density variations related both to the
thermal field and to the salinity field.

A number of elements concur to determine mixing
in coastal areas. Buoyancy phenomena occur in coastal
problems, related to temperature and salinity differences
between a river stream or in general an incoming jet
and the water within the basin. Additionally, typical
forcing terms are the wind breeze, tides and long-shore
currents. Besides, usually coastal regions are character-
ized by geometry complexity, due to combination of the
coast-line, the bathymetry and marine structures. The
overall result is a fully three-dimensional flow field. Typ-
ical shallow water solvers, often used to predict mixing in
coastal areas, cannot face most of the effects mentioned
above. In particular they are not able to reproduce buoy-
ancy driven currents typically occurring in coastal areas.
Three-dimensionality is part of the problem although the
vertical scales of motion are much smaller than the hor-
izontal ones.

LES-COAST has been designed to face the mentioned
effects. Complex geometry is treated as a combina-
tion of curvilinear structured grids (see [18]) and Im-
mersed Boundary Method (IBM) as described in [13].
The curvilinear-coordinate IBM allows to merge the abil-
ity of IBM to treat complex immersed geometry with
the flexibility of the curvilinear coordinates to follow the
curvilinear boundaries of a physical domain.

In the implementation of the model for coastal prob-
lems we have faced interesting problems, never met in
previous small scale studies. Namely, coastal applica-
tions are characterized by a very strong anisotropy, due
to the fact that transport processes are significant over
horizontal scales of the order of 10Km, whereas the ver-
tical length scales are limited by the depth of the wa-
ter basin, typically of the order of 50m. As a conse-
quence, the ratio between the horizontal and vertical
length scales is LH/LV ∼ O(102).

Here a brief description of the subgrid scale model is
supplied. We use a mixed model composed of a scale
similar part and of a eddy-viscosity one. Literature
studies have shown that the well established dynamic
model is not suited for large-scale flows (see [2]). This
is attributed to lacking of scale invariance between the
subgrid-scale stress (SGS) and the subtest-scale stress
in applicative large scale flows. Moreover, the explicit
filtering operation required by the dynamic evaluation
of the constant can be problematic when working with
immersed boundaries. An alternative choice is to move
back to the Smagorinsky model, which works well in con-
junction with wall-layer models and immersed bound-
aries. The SGS stress is expressed as the sum of an eddy
viscosity part and a scale similar one as follows:

τSGS,ij = −2νTSij + uiuj − uiuj (1)

where
Sij = 1

2

(
∂ui
∂xj

+ ∂uj
∂xi

)
(2)

is the strain rate tensor. Here the symbol · denotes
the filtering operation, xi is the spatial coordinate in
i- direction (i = 1, 3 denote horizontal directions and
i = 2 indicates the vertical direction), ui is the veloc-
ity component, νT is the eddy viscosity. The scale sim-
ilar part in Eq. 1 accounts for local backscatter and
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anisotropy, whereas the Smagorinsky part of the model
supplies most of SGS dissipation. Although the origi-
nal model is isotropic, based on the assumption that the
small scales tend to isotropy, this is not true in large
scale environmental flows, where the SGS part of the
spectrum contains a wide range of anisotropic structures.
This is particularly true in coastal applications due to the
anisotropy discussed above. The computational domain
presents pancake-like anisotropic cells, with an aspect
ratio between the horizontal and the vertical direction
of about 20 : 1. The consequence is anisotropic filter-
ing which may have a relevant impact on the first- and
second-order statistics [6]. The eddy viscosity is evalu-
ated as the product of a length scale CΔ times a velocity
scale CΔ|S|, where C is a constant Δ is a length pro-
portional to the filter width, i.e. the grid size. A typical
value is the Deardorff length scale Δ = (ΔxΔyΔz)1/3

for rectangular cells. For highly anisotropic problems, as
those here discussed, such a choice would lead to an im-
proper evaluation of the length scale and, hence, the use
of an unique characteristic length is no longer pertinent
[14].

A choice can be done to overcome this problem.
Specifically we consider different eddy viscosities, for the
vertical direction and for the horizontal ones. This ap-
proach is not new, since this is a standard technique used
in large-scale ocean models, however as far as we know,
this technique has never been applied in the LES contest.
A common practice in geophysical fluid dynamic (Ped-
losky, 1987) is to use two eddy viscosities νT,h and νT,v,
where the indexes h and v respectively denote the hori-
zontal and vertical direction. Thus, the diffusive terms of
the Navier-Stokes equations in the three directions can
be written as:

Fx = ρνt,h
∂2ū

∂x2 + ρνt,h
∂2ū

∂y2 + ρνt,v
∂2ū

∂z2
(3)

Fy = ρνt,h
∂2v̄

∂x2 + ρνt,h
∂2v̄

∂y2 + ρνt,v
∂2v̄

∂z2
(4)

Fz = ρνt,h
∂2w̄

∂x2 + ρνt,h
∂2w̄

∂y2 + ρνt,v
∂2w̄

∂z2
(5)

Directions x, z are on the horizontal plane; y is the ver-
tical direction. The corresponding velocity components
are u,w and v.

Although widely used, this formulation is not math-
ematically consistent. It takes into account just defor-
mation and not rotation to represent the stress. But
this can be done only assuming a linear proportional-
ity with the term S̄ij , that is not true if we introduce
directional eddy viscosities. A correct tensorial anal-
ysis brings to three coefficients for the eddy viscosity
([7], [10]) ν11 = ν13 = ν33, ν12 = ν23 and ν22 with
νij = νji. Using a Smagorinsky model, these terms can
be expressed as:

ν11 = L2
h|Sh| (6)

ν23 = L2
v|Sv| (7)

ν22 = L2
v|Sr| (8)

with Lh and Lv proper length scales for the horizontal
and vertical direction respectively, while the strain rate
tensor is decomposed as follows:

|Sh| =
√

2(S2
11 + S2

33 + 2S2
13) (9)

|Sv| =
√

2(2S2
12 + 2S2

23) (10)

|Sr| =
√

2S2
22 (11)

Now if we consider ν11 = νT,h and ν12 = νT,v the
diffusive terms for the horizontal plane can be written as
in Eqs. 3 and 5. For the vertical direction we have:

Fy = ρνT,v
∂2v̄

∂x2 + ρνT,v
∂2v̄

∂y2 + ρνT,r
∂2v̄

∂z2
(12)

where νT,r = ν11 − 2ν12 + 2ν22. A dimensional analysis
shows that νT,r is of the same order of νT,h. The co-
efficients of the model need calibration. This is a still
open issue since it is difficult to have proper test cases
for calibration of this kind of model.

In coastal sea areas the upper and lower boundaries
are respectively the sea surface and sea bottom. The
presence of the surface mixing layer as well as of the bot-
tom boundary layer must be properly considered because
of their own importance in coastal flows. The first is due
to wind-sea interaction and to the presence of surface
waves that supply most of the turbulent kinetic energy to
the system through shear production. The surface layer
is also strongly affected by surface heat fluxes between
the sea and the atmosphere. The bottom boundary layer
is generated by mean and tidal currents. In shallow wa-
ter problems these two layers tend to merge and to inter-
act with each other. The computational effort to resolve
these layers would be very expensive. Hence these lay-
ers are not resolved directly, but they are modeled using
a wall-layer approach or directly imposing the stress at
the surface. Note that this approach is fully justified by
the fact that the direct resolution of the the wall layer
does not make sense from a conceptual point of view in
practical real-scale problems where wall and free-surface
roughness play an important role.

The numerical model integrates the equations us-
ing the curvilinear-grid, fractional-step method of [18].
The source, advective and diffusive off-diagonal terms
are treated explicitly through second-order Adams-
Bashforth technique, the diagonal diffusive terms are
treated implicitly. Spatial derivative are treated using
central differences but the advective terms which are dis-
cretized using the 3rd-order accurate QUICK scheme.
The pressure equation is solved using a line-SOR with
line solution in the vertical direction and point iteration
in the horizontal ones in conjunction with a Multigrid
technique to speed up the convergence. The line-SOR
procedure allows to deal efficiently with grid anisotropy
when compared to the point SOR-Multigrid technique.
Specifically the convergence rate has been found to in-
crease by more than one order of magnitude when using
line SOR instead of point SOR on very anisotropic grids.

The model also contains a treatment of free surface ef-
fects: specifically the effects of wave breaking and Lang-
muir circulations are modeled as discussed in [11].

3 Results

Two cases are here discussed, an estuarine flow and the
dynamics inside a bay. The first case considers fresh wa-
ter runoff from Tevere river in the Thyrrenian sea. The
second case concerns with the mixing phenomena in a
narrow Bay (Muggia bay) nested in the harbour area
within the Gulf of Trieste. In Fig. 1 satellite images of
the area investigated are shown together with the bathy-
metric lines for the estuarine flow. Fig. 2 shows a satel-
lite image of the Muggia bay, while in Fig. 3 a sketch
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of the boundaries for this case is depicted. Both cases
cover an area of some kilometers in the horizontal plane,
while in the vertical direction the maximum water depth
is about 30 meters for the estuarine case and about 20
meters in the Muggia bay case.

Figure 1: Estuarine flow. Physical domain for Tevere
river area. Bathymetric lines and satellite images of the
area investigated.

Figure 2: Flow within the Muggia bay. Satellite image
of the Muggia bay. The red dot indicates a point where
emission of deep cold water is expected from an industrial
plant.

Figure 3: Flow within the Muggia bay. Physical bound-
aries for Muggia bay.

The two cases herein discussed are representative of a
broad class of typical coastal problems. The geometrical
complexity is present in both cases. The figures show
that geometric complexity comes from the sea bottom
shape, the coast line and the presence of marine struc-
tures like breakwaters and jetties. Due to the geometry
and to the forcing acting on the domain the physics that
can develop on this area can be very complex with fully
three dimensional phenomena. In particular in these two

situations we focused on the mixing effects due to den-
sity anomaly. For the river case, the most important
phenomenon considered is the incoming fresh (light) wa-
ter in a salt (heavy) water environment. In the second
case the cold water emission is due to the hypothetical
settlement of an industrial plant within the bay.

The first step to approach these problems is to move
from the physical domain to the computational one. Our
strategy is to use curvilinear structured grids in conjunc-
tions with an immersed boundary method. This mixed
approach allows to treat a very broad class of geometrical
complexity. For example the curvilinear grid can prop-
erly describe the sea bottom and the smooth part of the
coast line, while immersed bodies reproduce bluff struc-
tures or sharp contours into the domain, like the jetties
in Fig. 2. The immersed boundaries can also be used to
discretize the very shallow region close to the shoreline,
without excessively increasing the grid anisotropy where
the water depth decreases.

To build the grid it is necessary to start with bathy-
metric data. These data are generally sparse and they do
not coincide with grid points. A scheme to interpolate
the values on grid points is required. We use biharmonic
spline functions as in [16]. This interpolation technique
is commonly used also in commercial software.

The immersed boundary method described in [13] is
used to model part of the domain. In Fig. 4 a three-
dimensional view is given of the body used in Muggia
bay to simulate the coast line and partially also the sea
bottom surface. The figure is stretched in the vertical
direction to better visualize the configuration.

Figure 4: Flow within the Muggia bay. 3D skecth of the
immersed bodies.

In the next sections results of the two numerical sim-
ulations are discussed.

3.1 The estuarine flow

The first study is concerned with an estuarine flow. We
are interested to mixing related to the incoming flow from
Tevere river in the Thyrrenian sea. This type of simu-
lation can be useful to better understand the dynamics
of the near-shore circulation. A sketch of the area is in
Fig. 1.

Two main forcing terms are considered for this case:
a long-shore sea current coming from south-east and the
river inflow. We don’t consider tidal effects or wind
stress. The scales of the problem are such to make non
negligible the effect of the Coriolis force over the dynam-
ics of the river jet. In consideration of the presence of the
sea current and of the Coriolis force (which deviates the
jet in the northern direction), the most important area to
analyze is located in the north with respect to the river’s
mouth. Density stratification comes from the merging of
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light river water into a salt, heavier environment. Den-
sity is treated as an active scalar in the momentum equa-
tion, hence we expect upwelling of the incoming jet and
consequent spreading of fresh water over the horizontal,
surface, planes. We consider a typical winter condition,
which gives a nearly unstratified water column. Under
these conditions Reynolds analogy holds and thus the
rate of turbulent diffusion of the scalar is equal to that
of momentum. In other words in the advection-diffusion
equation for salinity concentration we can consider a tur-
bulent Schmidt number ScT = 1 (where ScT = νT /kT ,
with kT the eddy diffusivity).

The domain considered for the numerical simulation
covers an area of 5km x 6km in the horizontal plane and
it is discretized with 385 grid points both along the x-
direction and z-direction, while 33 points are taken in
the vertical direction y. This determines cells of about
ten meters in the horizontal plane and of 0.4 meters in
the vertical direction close to the coastline. A sketch of
a horizontal plane of the grid is in Fig. 5.

The computational grid is built starting from the
bathymetry depicted in Fig. 1. In Fig. 6 a view of
the bottom surface obtained through interpolation of the
bathymetric data is illustrated. The sea depth reaches
a maximum of 30 meters at the SO corner (see Fig. 1).
Then the bottom smoothly reaches the coast line with a
depth of about one meters. To avoid an excessive stretch-
ing for the grid cells in the vertical direction, part of the
sea bottom up to the coast is modeled using the IBM.
So at a certain level the bottom of the grid maintains a
constant depth.

Y X

Z

Figure 5: Estuarine flow. Horizontal plane of a compu-
tational grid in the case of Thyrrenian simulation. For
clarity a coarse resolution is shown.

Figure 6: Estuarine flow. Sea bottom for Thyrrenian sea
in front of Tevere mouth. The grid points are interpo-
lated from bathymetric data with a biharmonic spline.

Figure 7: Estuarine flow. Contour of u velocity (x com-
ponent) one meter below the surface.

Figure 8: Estuarine flow. Contour of w velocity (z com-
ponent) one meter below the surface.

Figure 9: Estuarine flow. Contour of v velocity (y com-
ponent) one meter below the surface.

The boundary conditions are chosen in the following
way. At the solid walls (i.e. the immersed body surfaces
and bottom surface) a wall-layer model is used. In the
vertical boundary surface SE-SO a constant sea current
of 0.02 m/s, parallel to the coast, is imposed. Few data
are available for the region considered, however the gen-
eral dynamics of Thyrrenian sea exhibits a near coast
current going toward the north. On the boundary sur-
face, NE-SE in correspondence to the Tevere river we
consider an inflow condition. This inflow comes from a
pre-simulation of a turbulent channel flow with the ge-
ometry and mass transport of the river section. The
average velocity of the river is about 0.3 m/s while the
flow rate is of about 300 m3/s. This is a typical winter
time value for Tevere river. The channel flow is sim-
ulated considering the Coriolis effect, and consequently
the velocity profile is not symmetric with respect to the
longitudinal mid-plane. A series of vertical planes of this
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simulation has been stored and later on given as a tur-
bulent inflow condition for the estuarine flow. At the sea
surface we consider a shear-free condition, while at the
open boundaries a radiative condition is applied.

Figure 7 shows a contouring of the west-east velocity
component u. Once the river water merges into the sea
river, it tends to deviate to the north due to the presence
of the meridional sea current and because of the Coriolis
force. The main stream remains far from the coastline
and a large recirculation area is trapped between the
main flow and the coast. Figure 7 also shows the asym-
metric profile of the river inflow due to the Coriolis effect,
namely higher velocity is observed close to the northern
bank. This is because the pre-simulation of the chan-
nel flow already considers the Coriolis force. Large-scale
vorticity is observed in the south-west part of the river
jet, associated to the Kelvin-Helmholtz billows develop-
ing where the river water merges with the sea water.

Figure 10: Estuarine flow. Contour plot of ρ′/ρ0 5 me-
ters below the sea surface.

Figure 11: Estuarine flow. Contour plot of ρ′/ρ0 at the
sea surface.

Figure 12: Estuarine flow. Contour plot of ρ′/ρ0 at a
vertical plane along the river channel.

Figure 13: Estuarine flow. Instantaneous horizontal vec-
tor field (red) obtained in our numerical simulation to-
gether with a satellite image showing the fresh water flow.

Figure 8 shows the contouring of the south-north ve-
locity component. The large circulation region devel-
oping between the river jet and the coast line is well
evidenced.

Figure 9 shows the contouring of the vertical veloc-
ity component. Note (watch at the legend of the Fig-
ure) that the vertical velocity component is one order
of magnitude smaller than the horizontal ones, and this
is consistent with the order-of-magnitude analysis of the
physical problem. In other words, the difference in the
horizontal and vertical length scales must reflect into a
similar difference in the velocity scales. Large vertical
velocities are present in the central part of the river jet,
where density differences are larger. These velocities are
thus associated to buoyancy effects that tend to move
upward the incoming fresh water.

Figures 7-9 refer to an horizontal plane one meter be-
low the sea surface. Similar behavior is observed at other
vertical stations.

The contouring of the density anomaly shows inter-
esting features. Figures 10 and 11 show density contour
plots at two different depths. The light water coming
from the river, because of buoyancy tends to move up-
ward over the salt water and to spread in the horizontal
directions. The fresh water is then transported by the
mean current and thus moves toward the north far from
the river’s mouth without reaching the coast. Figure 12
shows a typical effect, namely the salt water which move
upstream toward the river mouth along its bed causing
the formation of a salt-wedge.

As discussed it is very difficult to make direct compar-
isons with field data. In Fig. 13 a qualitative comparison
between the numerical results and a satellite image of the
area is presented. The results are in a pretty good qual-
itative agreement; however it has to be pointed out that
since we are not aware of the velocity of the southern
current relative to the satellite image, the comparison
has the only scope to show that the simulation is able to
reproduce the main features of the river jet.

3.2 Mixing in the Muggia bay
The second case considers mixing in the Muggia bay, an
area near Trieste city. Here the flow is confined in a close
harbour. Three breakwaters located in the western part
of the bay largely reduce the water exchange with the
open sea (Fig. 2). The figure also shows a red point
which indicates the location of a cold water discharge
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(temperature gap equal to 5 degrees with respect to the
sea temperature), as designed for a future settlement of
an industrial plant. We investigate the dispersion and
mixing of the cold water within the bay under some typ-
ical forcing conditions. A simulation of this type can
be very useful to understand the impact of an industrial
discharge on the dynamics of a semi-closed sea basin.

The analysis of the main forcing terms in this area
has shown that the tide does not significantly contribute
to water mixing and that the primary source of mixing
comes from the wind stress. For this reason we con-
sider the wind stress acting on sea surface and the Cori-
olis force. In particular we consider a wind coming from
south-west direction with a mean velocity U10 = 4 m/s
measured ten meters above the sea surface. The domain
covers an area of 5 kilometers in direction west-east and
4 kilometers in the direction south-north. In the present
simulation we are not considering tidal effects and heat
fluxes at sea surface.

As in the case of estuarine flow we do not consider
background stratification and thus buoyancy effects come
from the described cold water emission. Again we use
Reynolds analogy and we set the turbulent Prandtl num-
ber to one (PrT = νT /kT = 1).

Figure 14: Flow within the Muggia bay: Bottom surface
as interpolated from bathymetric data with biharmonic
splines.

The domain is discretized with 385 points in x direc-
tion and 257 points in z direction. Finally we consider 25
points in the vertical direction y. In Fig. 14 the bottom
of the grid for Muggia bay is shown. This is built from
bathymetric data as done for the previous case. Bound-
ary conditions are set similarly to the previous case.

In Fig. 15 the contour of the velocity component
u two meters below the surface is shown. The water
flow induced by the wind stress is blocked by the break-
waves; most of the flow entering the bay comes through
the south canal and recirculate within the bay, on the
rigth with respect to the Siot oil pipeline terminal (see
Fig. 3); another, smaller circulation region induced by
the wind stress is in the very eastern part of the bay.
Near the eastern boundary the flow goes toward north-
east direction then by continuity it turns west near the
Siot jetties. This is the area, denoted as Zaule in Fig.
3, where the cold water emission is located. Fig. 16
contains the contouring of the other horizontal velocity
component w one meter below the sea surface. The im-
age confirms the analysis of the main circulation area
described above. Besides near the coastline and in par-
ticular outside the breakwaves the velocity component
w is negative. The flow is thus moving south-east that
is orthogonal to the wind direction. This is a result of
a downwelling phenomenon due to the combination of
wind forcing and Coriolis force.

Figure 15: Flow within the Muggia bay. Contouring of
the velocity component u 2 meters below the surface.

Figure 16: Flow within the Muggia bay. Contouring of
the velocity component w 1 meter below the surface.

Figure 17: Flow within the Muggia bay. Contouring of
the v velocity component 7 meters below the surface.

In Fig. 17 a contour of the vertical velocity is shown.
The image refers to an horizontal plane located 7 meters
below the sea surface. Turbulent structures aligned with
the direction of the mean flow can be detected in the cen-
tral part of the bay. As expected, the vertical velocity
magnitude, is one order of magnitude smaller than the
horizontal components.

Figure 18 shows the density contouring in the zone of
cold water discharge. The plume follows the direction of
the main flow (see Fig. 15) and it splashes against the
Siot jetties. Besides, since the plume is heavier than the
ambient water, it tends to move downward by gravity fol-
lowing the bottom slope. This can be better seen in Fig.
19 where the density contouring is reported at the level
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below the discharge. The figures also show that part of
the plume of cold water goes west, and this is consistent
with the main circulation dynamics of the area (Fig. 16).
Finally, some meters beyond the discharge location the
temperature difference with respect to the reference state
is small, and consequently the buoyancy effects are small
and the plume is mostly advected by the mean flow.

Figure 18: Flow in the Muggia bay. Contour plot of ρ′/ρ0
at the discharge level.

Figure 19: Flow in the Muggia bay. Contour plot of ρ′/ρ0
11 meters below the surface.

4 Conclusions

The present note shows an application of LES method-
ology to large-scale marine, environmental flows. To this
aim a research numerical tool, first developed for study-
ing fundamental problems of wall-bounded turbulence,
has been adapted and substantially modified. The intrin-
sic anisotropy arising in coastal processes, has required
the modification of the SGS model, together with more
sophisticated approach to treat complex geometry and
the integration of the Navier-Stokes equations. The new
model, LES-COAST is able to deal with very anisotropic
problems, typical of coastal hydrodynamics and is able
to represent the main forcing terms present in coastal
environments.

We showed two applications, one relative to the Te-
vere river runoff in the Thyrrenian sea, and the second
relative to mixing in a closed bay. The results of simula-
tions show that the numerical model is able to reproduce
very complex three-dimensional dynamics otherwise not
affordable with classical two-dimensional and three di-
mensional RANS-like models. The model is able to give
reliable estimations of plume dispersion and near-shore
water circulation. Improvements are still required: for

example the constant turbulent Prandtl number assump-
tion may lead to overestimation of buoyancy fluxes in
strongly stably stratified environments. Moreover lack of
field measurements of turbulent quantities limits the val-
idation of the model and thus makes difficult the proper
choice of the constants of the model. Finally nesting with
large-scale circulation models may be useful for setting
proper boundary conditions in the LES model.
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Abstract
Shallow shear flows play an important role in

the transverse transport of mass and momentum
in rivers. In order to understand structure of the
flow and the mechanism resulting in the particu-
lar turbulence properties, three types of shallow
mixing layers are investigated each with a differ-
ent cause for the velocity difference: inflow con-
ditions, bed level and bed roughness. It is shown
that mixing layer properties are highly affected
by the 3D turbulence generated in the bottom
boundary layer. This implies that effects of sub-
tle geometric properties like roughness variation
and bed level changes should be incorporated in
predictive models.

1 Introduction

Predicting the flow in rivers accurately is important for
flood control, river engineering and measures that are
taken for safeguarding or increasing the discharge for a
given maximum water level. As rivers are rather variable
regarding discharge, as well as bathymetry the flow is
continuously adapting to its boundary conditions. The
associated velocity gradients lead to the production of
large eddies that can contribute substantially to trans-
verse exchange of mass and momentum. It is therefore
important to understand the generation mechanisms of
coherent structures as well as their development. As cur-
rent computational resources do not allow solving for the
flow in river reaches with a resolution high enough to re-
solve the large eddy structures, these phenomena have
to be accounted for in a simplified and parameterised
model. A proper understanding of the phenomena helps
in formulating these parameterisations.

Many environmental flows such as rivers are bounded
in the vertical by a free surface and a bed. The verti-
cal confinement puts constraints to the length scale by
which momentum is exchanged between the bed and the
water column. The properties of the bed are therefore of
paramount importance for the overall flow pattern. Due
to the space available, mixing lengths in the horizon-
tal directions can however be much bigger thus allowing
for more effective mixing and momentum exchange. For
these large mixing lengths to develop in the presence of
high dissipation the shear layer should be hydrodynam-
ically unstable giving rise to the accumulation of kinetic
energy in large eddy structures. The shallowness causes
the motion of these structures to lie pre-dominantly in
the horizontal plane resulting in quasi two-dimensional
features.

This paper addresses the various mechanisms that
govern the horizontal exchange of mass and momentum
in shallow mixing layers. From the classical examples of
mixing layers, wakes and jets the first one has our main
interest. This is mainly because the mixing layer is found
in many applications like river confluences, compound
channels, groyne fields and harbour entrances, Figure 1.

It is also the archetype of a simple unstable shear flow
which is well studied for a large variety of conditions.

Figure 1: View on a shallow low-land river with groyne
fields and floodplains.

2 Shallow mixing layers

The shallow mixing layers in this paper are defined as
open channel flows with a transverse velocity gradient.
It is shallow because the mixing layer width is generally
larger than the water depth. The lateral velocity differ-
ence giving rise to the shear layer in the mean flow can
have various causes depending on the specific boundary
conditions:

a) Differences in inflow velocities as it is found with
river confluences, lateral expansions and side cavities

Two regions with different streamwise velocities form
a mixing layer at the interface between them [1]. With
a uniform horizontal bed and a transversely uniform
free-surface slope the velocity difference is disappearing
gradually with downstream distance because the high-
velocity side is decelerated by bed friction whereas the
low velocity side is accelerated [2]. The eventual trans-
versely uniform flow is established through friction and
gravity rather than through a horizontal momentum ex-
change. Nevertheless, the instabilities in the shear layer
develop into eddy structures that give rise to an in-
crease in the horizontal mixing length and consequently
a growth of the mixing layer width. Figure 2 shows that
the mixing layer width can grow to more than 10 times
the water depth over a distance of approximately 100
times the water depth.

b) Lateral variation in water depth as it is found with
compound channels with shallow floodplains and a deep
main channel.

A schematised version of a river with a high water
stage, a so called compound channel flow, is depicted in
figure 3. In the main channel and the flood plain two par-
allel streams are formed with different velocities in accor-
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dance with the depth. The flow in the shallower part ex-
periences higher friction resulting in a lower mean veloc-
ity. The interfacial shear layer leads to the formation of
eddy structures that contribute to the momentum trans-
fer from the main channel to the floodplain. Although
this mixing layer looks very similar to the previous con-
figuration the effect of the transverse depth variation is
that the transverse velocity difference will not disappear
with downstream distance. Furthermore, any transverse
motion in the mixing layer will sense the variation in
depth [4].

Figure 2: Perspective view on the visualisation of a shal-
low mixing layer in a horizontal laboratory flume, 3m
wide, 67mm deep, showing large eddies up to 1m diame-
ter as well as the small-scale diffusive bottom turbulence
[3]. The arrows indicate the mean streamwise velocities
determined by inflow conditions.

Figure 3: Sketch of a mixing layer generated by a trans-
verse change in water depth.

c) Lateral variation in bed friction due to variation
in bed material, bed forms or vegetation

In natural systems the bed is seldom smooth and
roughness distributions can be heterogeneous on various
scales. In order to study what happens at the transitions
from hydraulically smooth to rough beds in streamwise
and transverse directions a geometry was arranged as
depicted in figure 4, since in comparison with a smooth
bed the flow above a rough bed attains a lower mean
velocity. Above the transition between the smooth and

the rough bed a mixing layer develops. As with the com-
pound channel case, at a certain downstream distance an
equilibrium situation establishes for the transverse dis-
tribution of the streamwise velocity. For the case shown
it is of the order of 50 times the depth. In contrast with
the mixing layer of figure 2, the width of the mixing layer
remains of the order of the water depth indicating that
another mechanism is governing the mixing [5].

Figure 4: Sketch of an experiment on mixing layer for-
mation due to roughness variation. Top view of the ex-
perimental configuration (upper panel). Measured trans-
verse profiles of streamwise velocity are labelled with
downstream distance (m) and the velocity scale is shifted
0.1m/s for each curve (lower panel) [5].

The three examples as addressed here all lead to the
formation of a shallow shear layer. The development of
the shear layer and the coherent structures therein will
be different for each case, despite the fact that the pro-
files of mean velocity can look very similar.

Another complicating factor is that in natural sys-
tems of-ten a combination of the three causes is found.
For ex-ample, the shallow flood plains are usually cov-
ered with vegetation whereas the deeper main channel is
not. Moreover, with movable beds the roughness in the
form of ripples and dunes can develop in mutual interac-
tion with the flow thereby affecting the flow resistance.

3 Flow structures

The turbulence in the shear layer is characterised by
three types of flow structures: large-scale quasi-2D ed-
dies with vertical vorticity, small-scale 3D turbulence,
and secondary circulation with streamwise vorticity. The
dominance of one over the other with respect to the
transfer of momentum will depend on the specific flow
configuration and the turbulence generation mechanism.

3.1 Quasi-2D turbulence

Considering the shallow mixing layer of geometry 1, in its
depth averaged form, the shear induced Kelvin-Helmholz
instabilities result in vortex structures with vertical axes
of rotation. From a linear stability analysis that includes
bed shear stress and the effective eddy viscosity due to
small scale 3D turbulence, a range of wave lengths can
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be identified that have a positive growth rate. A struc-
ture that is advected downstream will grow in accordance
with is size and the local mean velocity profile. The en-
ergy density distribution for a certain downstream po-
sition can be obtained by calculating the accumulated
growth along the mixing layer for each wave length. An
example of such an analysis is given in figure 5 together
with experimental data [3]. It shows that the spectral
distribution for the large scale motion is reasonably well
predicted and that the energy level from which the struc-
tures start to grow is that of the background turbulence
(indicated by the horizontal line). The latter conclu-
sion indicates the importance of a correct representation
of the disturbances that form the seedlings of the eddy
structures. It was demonstrated by Van Prooijen and
Uijttewaal (2008) that for a depth averaged simulation
of a mixing layer the technique of kinematic simulation
is an effective tool

Figure 5: Energy density spectra of a shallow mixing
layer (depth=7 cm) obtained at 0, 4.5 and 10m down-
stream of the splitter plate. Accumulated growth rates of
the stability analysis of the large scales are compared with
experimental data [3].

Figure 6: A large eddy moving along the interface of a
lateral depth variation [4].

Figure 7: Comparison of data from compound channel
experiments [7] with a model that accounts for transvers
depth variation [4]. Transverse profile of mean stream-
wise velocity (left). Profile of interfacial shear stress
(right).

3.2 Effects of transverse depth variation

As the mixing layer is found above the transition from
the main channel to the flood plane any transverse mo-
tion in that area will be affected by the change in depth
(Fig. 6). The vertical compression will accelerate the
flow towards the flood plain and decelerate the reverse
flow leading to a deformation of the eddy structures.
This effect is supposed to enhance mixing proportional
to the relative change in water depth [4].

Implementing this idea in a simple momentum bal-
ance produces good agreement with experimental data.
Figure 7 shows that the mixing layer shape and stress
distribution is well captured by the model. It should be
noted that the good agreement is only an indirect justi-
fication of the model assumptions. There are no direct
observations of the eddy structures in those experiments.

3.3 Heterogeneous roughness

With the two previous cases in mind one would think to
find similar observations for the mixing layer caused by
roughness variation. Surprisingly, no large eddy struc-
tures are found in this case. This explains why the mix-
ing layer in figure 4 remains narrow despite the large
downstream distance. Apparently the water depth de-
termines the dominant length scale of mixing. For this
configuration the transverse roughness change gives rise
to a circulation cell in the plane perpendicular to the
main stream. Though the magnitude of the transverse
velocity is small, it is large enough to prevent mixing
layer eddies to be formed.

Figure 8: Time averaged velocities in a cross-sectional
plane in a developed flow over parallel lanes that differ
in roughness. Top panel: ADV measurements. Lower
panel: LES computations (with data interpolated to a
coarse grid) [5].

In figure 8 experimental data are compared with a
Large Eddy Simulation of the flow. As the transverse
velocities have a magnitude of only a few percent of the
stream-wise velocities, the experimental data are a bit
noisy. Furthermore the acoustical device did not allow to
measure velocities in the upper 5cm of the water column.
It is clear from figure 8 that near the bed at the transi-
tion the flow is pushed away from the rough towards the
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smooth side. The formation of streamwise vorticity is
known to occur where the anisotropy in the turbulence
is strong [8]. The corner eddies in a straight open chan-
nel are examples of the same phenomenon. The strength
of the cell is influenced by the abruptness of the lat-
eral change in bed roughness. The large eddy simulation
results were obtained on a domain with streamwise peri-
odic boundary conditions and a stress-free rigid lid sur-
face whereas the roughness was imposed in the bottom
boundary conditions. As the circulation cell is bounded
by the vertical dimensions of the flow the mixing layer
with is also restricted to this size. Any large-scale struc-
ture that would develop in the mixing layer is advected
and deformed by the circulation cell before it can attain
a significant amplitude.

It is important to notice that for all cases mentioned
boundary layer turbulence is present with an essentially
3D nature and a length scale typically much smaller than
the water depth. This ’background’ 3D-turbulence is
found throughout the whole flow domain and is not re-
stricted to the mixing layer. However it has an effect
on the generation of eddy structures because it acts as a
disturbance on the main flow. At the same time its dis-
sipative character drains energy from the large eddies.

4 Conclusions

The examples of shallow mixing layers provided in this
paper reveal that they can be formed under various con-
ditions. Despite the fact that the mean streamwise veloc-
ity distribution is simple and can generally be considers
as two-dimensional (i.e. uniform over the depth), subtle
3D features affect the horizontal mixing substantially.
These are mainly related to the properties of the bed
and the small-scale turbulence generated in the bound-
ary layer. In order to properly predict the horizontal
mixing the effects of bottom boundary layer should be
represented in the modelling approach. This requires

either a (large eddy) simulation with a resolution suffi-
ciently high so that the energy containing part of the 3D
turbulence spectrum is resolved, or a proper parameter-
isation of its effects on the large-scale flow. The former
has become feasible for schematised laboratory exper-
iments at moderate Reynolds numbers. The latter will
still be necessary during the coming decades when it con-
cerns the simulation of high Reynolds-number river flows
on a prototype scale.
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Abstract
The present paper describes physical exper-

iments designed to examine the flow of natural
clay-rich fluids over a smooth and rough (7mm
gravel) surface. Kaolin was used as the clay
in volumetric concentrations up to 15% and at
a range of mean flow velocities. Results show
that the presence of gravel provides an additional
source of turbulence, as compared to smooth-
wall flows, and that this modifies the sequence
of flows transitional between turbulent and lam-
inar, produced as clay concentration is raised.
In particular, a turbulence-enhanced transitional
flow, which is formed once a certain amount of
clay has been added to a turbulent flow mov-
ing over a smooth bed, is absent over rough sur-
faces. Additionally, at a given clay concentra-
tion and the mean flow velocity of ∼1ms−1 used
herein, turbulence-attenuated transitional flows
are formed at a lower applied fluid shear over
the smooth than the rough bed. This feature is
attributed to the greater role of grain roughness
in creating additional near-bed turbulence and
fluid mixing over the gravel surface.

1 Introduction

Many flows within a wide range of natural environments
transport sediment in suspension, and thus constitute
an important class of two-phase flows. For instance, tur-
bid flows may reach up to 60% volumetric sediment con-
centration in rivers such as the Huang He, China [1],
whilst flows of sediment-laden water across the conti-
nental margins, as turbidity currents, provide one of the
principal mechanisms for redistributing sediment into
the deep ocean [2]. As such, sediment-laden flows abound
in many environments, and yet much of our knowledge
of the fluid mechanics, and sediment transport processes
in such environments, has revolved around study of es-
sentially ‘clearwater’ conditions without considering the
feedbacks that exist between fluid and sediment. The
assumption that clearwater flows may act as suitable
surrogates for sediment-laden fluids has become increas-
ingly tenuous in the light of recent work that has shown
the considerable interaction between sediment and fluid
in two-phase flows, where turbulence modulation by the
sediment phase may lead to both an attenuation and
enhancement of turbulence [3,4,5]. The factors that de-
termine the presence, direction and magnitude of this
turbulence modulation involve parameters such as the
sediment concentration, sediment type (where clays may
behave very differently to non-cohesive sediment), sed-
iment size in relation to the scales of turbulence, and
the applied fluid shear. In relation to the influence of
clays, many types of clay suspended in water have co-
hesive properties, because electrostatic forces cause the

particles to attract each other [6]. The degree of cohesion
is dependent on the distribution of electrical charges at
the particle surface, the distance between the particles
and the fluid medium (e.g. fresh or saline water), with
the surface charge being governed by chemical compo-
sition, and hence the type of clay. After two clay par-
ticles collide, they may form a larger particle, or floc
[7,8,9,10]. As flocculation continues, and the flocs grow
in size, the number of particles thus reduces and the
probability of particles colliding with each other becomes
negligible. Floc size also tends to increase with increas-
ing bulk suspended clay concentration until a ‘gelling’
point may be reached, where the flocs form a pervasive,
volume-filling network of particle bonds within the liq-
uid. These particle bonds within gels can make a flow vis-
cous and be strong enough to cause the total suppression
of turbulence in flowing clay suspensions. Alternatively,
the sediment-fluid mixture may undergo deflocculation
if the bonds between the clay particles in flocs and gels
can be broken by turbulence within the flow [10]. Hence,
the viscosity and dynamic structure of natural clay-rich
flows rely on the interplay between turbulent and cohe-
sive forces.

Past work detailing the flow of kaolin-rich fluids over
a smooth bed has revealed a distinct series of changes as
clay concentration is increased [11,12,13,14,15] (Figure
1). Two end members exist. First, at low clay concen-
trations, a normal turbulent flow is present (TF; sketch
(a), Figure 1) with logarithmic velocity profile and tur-
bulence intensities reaching a maximum near the bed. At
the other extreme, at high clay concentrations (the exact
concentration depending on applied fluid shear and clay
type), a more viscous fluid is formed as the clay particles
have formed a pervasive gel. This quasi-laminar plug
flow (QLPF; sketch (e), Figure 1) consists of a rigid,
non-deforming plug flow that has no turbulence, which
overlies and rides upon a basal shear layer. Between
these two extremes lie a variety of ‘transitional flows’
that have very different characteristics. At low clay con-
centrations, a flow with enhanced turbulence near the
bed has been found [12,14,15] and termed a ‘turbulence-
enhanced transitional flow’ (TETF; sketch (b), Figure
1). The origin of this turbulence enhancement was rea-
soned to lie in formation of an internal shear layer just
above the bed, which separated a lower, thickened vis-
cous sublayer, from the overriding flow [14]. Along this
boundary, vorticity, in the form of Kelvin-Helmholtz in-
stabilities, creates additional turbulence that is able to
penetrate a limited distance upwards in the flow before
it dissipates. As clay concentration increases further, the
flow becomes able to form a network of cohesive bonds
that begin to form a plug flow region, with this zone ini-
tially forming in the region of lowest shear (i.e. at the
flow surface; sketch (c), Figure 1). This flow was termed
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a lower transitional plug flow (LTPF) by Baas et al. [15],
as it contains a plug flow region near the water surface
in which turbulence is virtually absent and there is no
vertical gradient in streamwise velocity. However, turbu-
lence enhancement, by the same process as outlined for
the TETF above, may still be causing higher turbulence
near the bed, and is accompanied by a further increase
in the height of the internal shear layer above the bed.
Distinct saw-tooth like time series are characteristic here
(Figure 1c), and represent the formation, and advection,
of vorticity generated along this shear layer. Lastly, as
clay concentration further increases, the plug flow zone
extends downwards as the cohesive strength of the fluid
begins to dominate the bed-generated turbulence. This
upper transitional plug flow (UTPF; sketch (d), Figure
1), possesses a larger plug flow region and decreased tur-
bulence intensities throughout the entire flow depth, with
the principal source of turbulence lying in shear along the
basal shear layer, although this has become weaker than
within the LTPF regime. Further increases in clay con-
centration lead to formation of a true quasi-laminar plug
flow.

Figure 1: Schematic vertical profiles of horizontal ve-
locity (U/Umax), turbulence intensity RMS (u′), and
dimensionless turbulence intensity RMS (u′)o, together
with representative time series at different heights within
the flow (left), for kaolin-flows over a smooth bed with in-
creasing clay concentrations [a-e; from [15]; see text for
explanation].

This model of changing clay flow properties has been
derived for flows moving over a completely smooth sur-
face. However, most natural flows involve some degree
of either grain or form roughness that may complicate
this situation. The aim of the present study was thus to
investigate the effect of gravel-scale roughness upon the
development of the different flow types as progressively

more clay is added to a water flow, over a range of flow
velocities and flow Reynolds numbers.

2 Experimental Methodology

The laboratory methods used in the present study were
similar to those used by Baas and Best [14,16] and Baas
et al. [15], to which the reader is referred for fuller de-
tails, but with several modifications. The experiments
were conducted in a recirculating water channel, 8.75m
long, 0.30m wide and 0.30m deep, and in the current
experiments the flow depth, h, was kept constant at
0.15m. The clay-rich flows were recirculated using a
variable-discharge slurry pump with a non-destructive
centrifugal screw mechanism. Kaolin (median particle
size: 0.009mm) was used as the fine suspended sediment,
with volumetric clay concentrations, C, ranging between
0.1% and 14.95% (0.4-389gL−1 respectively). All clay
was finely dispersed within the flow and at-a-point sam-
pling showed that no vertical gradient in sediment con-
centration was present within the flows [14,15].

Two beds were investigated in the present study.
Firstly, clay-rich flows of different volumetric clay con-
centration and mean flow velocity were measured over
a smooth Perspex surface, with the flow discharge be-
ing varied whilst keeping the flow depth constant [15].
Secondly, the same range of flows was studied, but the
flows moved over a fixed, natural rough gravel surface.
In the test section, the gravel had a mean particle size,
D, of 7mm and a maximum clast size of 16mm. These
flows thus have an effective roughness (h/D) of ∼ 21,
although such values can be far lower in natural flows,
for instance in natural gravel-bed rivers where values of
5-10 are common.

The instantaneous component of horizontal flow ve-
locity was measured using ultrasonic Doppler current
profiling (UDVP; see [14,15,16,17] for details). UDVP
operates using the Doppler shift in ultrasound frequency
as small particles pass through a measurement volume,
and are particularly well-suited for measuring velocities
in opaque clay-rich suspensions, if it is assumed that
small clay particles follow the fluid velocity. In this study,
both 2MHz and 4MHz ultrasonic Doppler velocity profil-
ers with a diameter of 8mm were employed. Each UDVP
acquired simultaneous velocity data along a profile of up
to 128 points along the axis of the ultrasound beam,
which in the present experiments extended up to 0.105m
from the probe head. No velocities were recorded in the
proximal 0.012m, where stagnation of flow by the UDVP
was found to be unacceptably large. Sampling rates var-
ied between 63 and 143Hz, and the probes were also em-
ployed in racks of up to four probes, with at least nine
points being measured in each vertical profile. At each
point, velocities were measured for at least 70 seconds
(and in some cases up to 170 seconds) and were used to
compute both the temporal horizontal mean flow veloc-
ity, Ū , and its standard deviation, RMS(u′) (RMS is the
root-mean-square and u′ is a fluctuation in horizontal
velocity, equal to u− Ū):

Ū = 1
n

n∑
i=1
ui, RMS(u′) =

√√√√ 1
n

n∑
i=1

(ui − Ū)2

where n is the number of velocity measurements. The
dimensionless turbulence intensity is then defined as:

RMS(u′)0 =
RMS(u′)
Ū

· 100
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Two hundred and fifty experiments were conducted
covering mean flow velocities of between 0.13 and
1.47ms−1 (smooth bed) and 0.28 and 1.20ms−1 (gravel
bed).

3 Results

Figure 2: Vertical profiles of downstream velocity
(left) and their dimensionless turbulence intensity values
(right) as a function of changing suspended clay concen-
tration at a mean velocity of ∼ 1ms−1.

Vertical profiles of downstream velocity (made di-
mensionless through division by the maximum velocity in
the profile) and turbulence intensity are shown for flows
with ∼1ms−1 at different clay concentrations in Figure
2. At C∼4%, both flows over smooth and gravel sur-

faces show profiles typical of a fully turbulent flow, with
logarithmic velocity profiles, shear throughout the flow
depth (here sampled from 0.033z/h to 0.83z/h, where z
is height in the flow) and with the maximum turbulence
intensities near the bed. As expected, the reduction in
velocity near the bed is greater over the rough surface
than over a smooth wall, and also the turbulence inten-
sity is greater than over the smooth bed. Time series
of velocities collected at 5mm above the bed (0.033z/h;
Figure 3) for both beds show a fluctuating signal with the
absolute magnitude of the fluctuations being larger over
the gravel bed. At C∼9.6%, although the gravel-bed pro-
file is largely unchanged, flows over the smooth bed show
a decrease in the near-wall velocities but an in-crease in
the near-bed turbulence intensity as compared to C∼4%
at this mean flow velocity (Figures 2 and 3). This be-
haviour shows the development of a turbulence-enhanced
transitional flow, as previously described [14,15]. Fur-
ther addition of clay to C∼11.4% again witnesses little
change to the profile collected over the gravel bed, but
shows the beginnings of development of a plug flow re-
gion in the upper part of the flow over the smooth bed.
This is shown by the lower vertical gradient in horizontal
velocity as well as by the reduced turbulence intensities
at z/h>0.57. It is evident at clay concentrations up to
c. 11.4% and at this mean flow velocity (∼1ms−1) that,
although turbulence modulation has occurred over the
smooth bed and a plug flow is starting to develop, tur-
bulent flow still persists over the gravel bed.

Figure 3: Time series of horizontal velocity as 0.033z/h
(5mm) for smooth (left) and gravel (right) beds for flows
with a mean velocity of ∼ 1ms−1, and at a range of clay
concentrations.

At C ∼13.3%, the plug flow has continued to expand
downwards in the flow over the smooth bed, as shown
by the profiles of both velocity and turbulence inten-
sity, which now display a region of low turbulence above
∼0.43z/h. It is also noticeable that at 0.033z/h over
the smooth bed, the time series has developed a dis-
tinct asymmetrical sawtooth pattern (Figure 3) which
has been documented in past studies of both LTPFs and
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UTPFs [15]. Flow over the gravel surface begins to show
development of a plug flow region at this clay concen-
tration, also with reduced turbulence intensities above
z/h ∼ 0.43. It is evident that flow over the gravel bed
has passed from a turbulent flow to a transitional lower
plug flow without passing through a state of turbulence
enhancement as displayed over the smooth bed.

Turbulence intensities near the gravel bed are at a
maximum at lower clay concentrations than near the
smooth bed. Indeed, turbulence enhancement over a
smooth bed in the LTPF regime may result in the tur-
bulence intensities being higher than over a gravel bed,
which lacks near-bed turbulence enhancement in the
LTPF field (e.g. at C ∼ 13.3% in Figure 2). Addition
of more clay to flows over both surfaces (C ∼13.8, 14.4
and 14.9%; Figures 2 and 3) continues development of
the upper plug flow, with the smooth-bed flow reaching
development of an upper transitional plug flow before
the gravel bed. At 0.033z/h, the smooth-bed flow pos-
sesses virtually no fluctuations at C=13.8%, but there
are still marked fluctuations present above the gravel sur-
face (Figure 3). At this concentration, the smooth-bed
flow is seen to have a very flat velocity profile in the up-
per flow. Both flows, however, develop characteristics of
an upper transitional plug flow at C ∼ 14.4% and have
developed into a quasi-laminar plug flow by C ∼ 14.9%,
when very few fluctuations exist in either time series at
z/h = 0.033. It is noticeable that over the gravel bed
for C ∼ 14.4% at z/h = 0.033, the time series becomes
rather spiked in its appearance and that some of these
large-scale fluctuations are asymmetric in form. The tur-
bulence intensity here has risen slightly compared to C
∼ 13.8%, but is still below the values recorded at lower
clay concentrations when the flow possessed a fully tur-
bulent velocity profile. This time series may represent a
shear layer now formed near the top of the gravel rough-
ness, but addition of clay to C ∼ 14.9% subsequently
dampens out this turbulence, and both flows become
laminar with distinct plug flow zones with no vertical
gradient in velocity and very low turbulence intensities
(Figures 2 and 3).

4 The influence of bed roughness on the
turbulent structure of clay-laden flows

These experiments demonstrate that the addition of clay
to a turbulent flow moving over both a smooth and rough
(gravel) surface causes turbulence modification and even-
tually development into a quasi-laminar plug flow that
moves over a thin, basal shear layer. These results cor-
roborate past work that flow over a smooth surface un-
dergoes a series of distinct changes that show at first
turbulence enhancement, possibly linked to growth of a
thickened viscous sublayer and its upper shear layer [15],
and then turbulence attenuation linked to growth of a
region of undeforming plug flow that develops from the
flow surface downwards. Flow over a rougher gravel sur-
face develops similar flow regimes with the addition of
progressively more kaolin, except that over a gravel sur-
face: i) no regime of turbulence enhancement is found,
and ii) the changes to regimes of progressive turbulence
modulation are found at higher clay concentrations, for
the same mean flow velocity. Previous work over smooth
beds [14,15] has shown that the regimes of transitional
flow move to progressively higher clay concentrations as
the mean flow velocity (e.g. applied fluid shear) is in-
creased. This was reasoned to result from the balance
of cohesive to turbulent forces within the fluid: as fluid
shear increases, the fluid is able to break the clay-clay

particle bonds so that a greater concentration of par-
ticles is required to form the same fluid dynamic be-
haviour. The presence of a gravel surface can be viewed
as providing an additional source of turbulence, in the
form of vorticity produced by eddy shedding around in-
dividual grains or groups of grains [18,19,20,21,22]. As
such, the turbulence generated by grain roughness is rea-
soned to provide an additional source of shear within the
lower part of the boundary layer, so that the formation of
clay-clay particle interactions must occur at higher clay
concentrations than over a smooth bed, in order to form
the same transitional flow regime. Additionally, the ab-
sence of any TETF over the gravel surface points to the
inability of flow over this bed to form an internal shear
layer along which vorticity, and additional turbulence,
may be generated [15]. It is conjectured that the ab-
sence of this TETF regime is linked to: i) the increased
vertical mixing generated by the gravel which does not
allow the internal shear layer to form. Eventually, as
clay concentration rises, the flow reaches a stage where
the plug flow in the outer region has developed before
any formation of a lower shear layer, leading to turbu-
lence intensities declining before any near-bed internal
shear layer can form; and/or ii) the fact that the 7-16mm
roughness may occupy the depth of the region in which
a thickened viscous sublayer may form [12,15], and thus
negate its development.

At the relative grain roughness investigated in this
study (h/D ∼ 21), the bed-generated turbulence dissi-
pates before it reaches the flow surface, but it could be
expected to be more influential in providing a source of
turbulence and mixing within the outer flow, as rela-
tive roughness is increased (i.e. decreasing h/D). Thus,
the relative roughness of the flow may also help deter-
mine the extent to which an outer plug flow is developed
in flows of a given clay concentration within the tran-
sitional flow field. The present study has investigated
the role of grain roughness and found this to destroy the
formation of any TETF. However, previous research con-
cerning clay-rich flows moving over a fixed current ripple
[16], which represents a small scale of form roughness, did
document the occurrence of a TETF before development
of a LTPF regime. However, in this case the stoss (up-
stream) side of the ripple provided a smooth surface over
which a TETF could develop before encountering the re-
gion of flow separation in the ripple leeside. As such, the
fixed ripple, with a form index (stoss:leeside length) of 5,
permitted development of a TETF, whereas the present
gravel surface with a far more complex, and dense, ar-
rangement of roughness elements with a form index of c.
unity, does not show development of any TETF regime.
Future work should thus investigate both the form and
density of roughness elements and the effect these may
have on the presence or absence of a TETF regime.

The stability space of these flows can be examined by
plotting them on a diagram using the Froude and flow
Reynolds numbers for the abscissa and ordinate axes,
respectively [15]. The Froude number is given by:

Fr = U√
gh

where U is the depth-averaged flow velocity, h is the flow
depth, and g is the acceleration due to gravity. The flow
Reynolds number was calculated from:

Re =
Uzpρ

η
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where ρ is the flow density, η is the dynamic viscosity of
the flow, and zp is the thickness of the flow region be-
low the base of the plug flow. In this form of the flow
Reynolds number, zp is used as the length scale instead
of flow depth, because the largest length scales of turbu-
lence within the transitional and laminar clay flows are
limited by the distance between the bed and the base
of the plug flow region. In order words, at a specific
boundary shear and flow viscosity, the position of the
base of the plug flow region is considered to be inde-
pendent of the flow depth, as turbulent energy cannot
extend to z > zp. In turbulent flows and turbulence-
enhanced transitional flows, from which any plug flow
region is absent, the following length scale is used in the
flow Reynolds number: zp = h

This Fr-Re diagram (Figure 4) plots the symbols for
the present gravel-bed flows and the boundaries between
the different flow types (solid lines), and overlies these
upon the stability field for the smooth-bed flows (dashed
lines). The boundaries between the fields, at different
Froude numbers, appear to lie in a fairly narrow range
of Reynolds numbers for this constant flow depth, and
gives confidence to the calculation of Reynolds number in
this manner. Three features are apparent from this plot:
i) the boundaries between the fields, for both bed rough-
nesses, appear independent of the flow Reynolds number;
ii) the turbulence-enhanced transitional flow is absent
for the gravel bed, and iii) the flow over a gravel sur-
face appears to reach a given modulation field at similar
Reynolds numbers as the smooth-bed flows. This study
thus illustrates that an improved understanding of the
effect of differing grain and form roughnesses, at a range
of applied fluid shear velocities and clay types, is required
to better delineate the 3 and 4 dimensional phase-space
of turbulence modulation within natural clay-rich flows.
A rheological approach that encompasses changing rhe-
ology as a function of clay type, sediment concentration
and applied fluid shear, may offer the best route for col-
lapsing these data into comparable datasets.

Figure 4: Stability fields for turbulent, transitional and
quasi-laminar plug flows moving over flat smooth and
gravel surfaces. Phase boundaries for smooth-bed and
gravel-bed flows are given by dashed and solid lines, re-
spectively.

5 Conclusions

This study has shown that clay-rich water flows become
progressively modulated in their turbulence structure as
a function of clay concentration and applied fluid shear

over both smooth and rough beds. Grain roughness gen-
erates greater mixing in the near-bed flow than over a
smooth bed and this appears to inhibit the formation of
any turbulence-enhanced flow regime, possibly due to the
inability of these rough-bed flows to generate a near-bed
internal shear layer. Turbulent flows moving over rough
surfaces in which the effective roughness is moderate (as
here with h/D ∼ 21) require greater clay concentrations,
at the same mean flow velocity, for formation of a given
regime of turbulence modulation. This characteristic is
attributed to the greater clay concentrations needed to
form particle-particle networks and eventually a volume-
filling gel, that are required to transform a turbulent flow
into a transitional plug flow and quasi-laminar plug flow.
It is clear that prediction of natural, clay-laden suspen-
sions must account for sediment concentration as well as
the size, and type, of bed roughness present. Further-
more, the present experiments have only concerned fixed
roughness, and the phase boundaries between the flows
require investigation under fully mobile-bed conditions,
where bed-suspended load interactions and possible infil-
tration of clay into the bed [23] may become important.
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The ERCOFTAC Best Practice 

Guidelines for Industrial 

Computational Fluid Dynamics 

The Best Practice Guidelines (BPG) were commissioned by 
ERCOFTAC following an extensive consultation with 
European industry which revealed an urgent demand for such 
a document. The first edition was completed in January 2000 
and constitutes generic advice on how to carry out quality 
CFD calculations. The BPG therefore address mesh design; 
construction of numerical boundary conditions where 
problem data is uncertain; mesh and model sensitivity checks; 
distinction between numerical and turbulence model 
inadequacy; preliminary information regarding the limitations 
of turbulence models etc. The aim is to encourage a common 
best practice by virtue of which separate analyses of the same 
problem, using the same model physics, should produce 
consistent results. Input and advice was sought from a wide 
cross-section of CFD specialists, eminent academics, end-
users and, (particularly important) the leading commercial 
code vendors established in Europe. Thus, the final document 
can be considered to represent the consensus view of the 
European CFD community. 
Inevitably, the Guidelines cannot cover every aspect of CFD 
in detail. They are intended to offer roughly those 20% of the 
most important general rules of advice that cover roughly 
80% of the problems likely to be encountered. As such, they 
constitute essential information for the novice user and 
provide a basis for quality management and regulation of 
safety submissions which rely on CFD. Experience has also 
shown that they can often provide useful advice for the more 
experienced user. The technical content is limited to single-
phase, compressible and incompressible, steady and unsteady, 
turbulent and laminar flow with and without heat transfer. 
Versions which are customised to other aspects of CFD (the 
remaining 20% of problems) are planned for the future. 
The seven principle chapters of the document address 
numerical, convergence and round-off errors; turbulence 
modelling; application uncertainties; user errors; code errors; 
validation and sensitivity tests for CFD models and finally 
examples of the BPG applied in practice. In the first six of 
these, each of the different sources of error and uncertainty 
are examined and discussed, including references to 
important books, articles and reviews. Following the 
discussion sections, short simple bullet-point statements of 
advice are listed which provide clear guidance and are easily 
understandable without elaborate mathematics. As an 
illustrative example, an extract dealing with the use of 
turbulent wall functions is given below: 

• Check that the correct form of the wall function is being 
used to take into account the wall roughness. An 
equivalent roughness height and a modified multiplier in 
the law of the wall must be used. 

• Check the upper limit on y+. In the case of moderate 
Reynolds number, where the boundary layer only 
extends to y+ of 300 to 500, there is no chance of 
accurately resolving the boundary layer if the first 
integration point is placed at a location with the value of 
y+ of 100. 

 

• Check the lower limit of y+. In the commonly used 
applications of wall functions, the meshing should be 
arranged so that the values of y+ at all the wall-adjacent 
integration points is only slightly above the 
recommended lower limit given by the code developers, 
typically between 20 and 30 (the form usually assumed 
for the wall functions is not valid much below these 
values). This procedure offers the best chances to 
resolve the turbulent portion of the boundary layer. It 
should be noted that this criterion is impossible to satisfy 
close to separation or reattachment zones unless y+ is 
based upon y*. 

• Exercise care when calculating the flow using different 
schemes or different codes with wall functions on the 
same mesh. Cell centred schemes have their integration 
points at different locations in a mesh cell than cell 
vertex schemes. Thus the y+ value associated with a 
wall-adjacent cell differs according to which scheme is 
being used on the mesh. 

• Check the resolution of the boundary layer. If boundary 
layer effects are important, it is recommended that the 
resolution of the boundary layer is checked after the 
computation. This can be achieved by a plot of the ratio 
between the turbulent to the molecular viscosity, which 
is high inside the boundary layer. Adequate boundary 
layer resolution requires at least 8-10 points in the layer. 

All such statements of advice are gathered together at the end 
of the document to provide a ‘Best Practice Checklist’. The 
examples chapter provides detailed expositions of eight test 
cases each one calculated by a code vendor (viz FLUENT, 
AEA Technology, Computational Dynamics, NUMECA) or 
code developer (viz Electricité de France, CEA, British 
Energy) and each of which highlights one or more specific 
points of advice arising in the BPG. These test cases range 
from natural convection in a cavity through to flow in a low 
speed centrifugal compressor and in an internal combustion 
engine valve. 
 
Copies of the Best Practice Guidelines can be acquired from: 

Ms. Anne Laurent, 
ADO-Ercoftac, 
Avn. Franklin Roosevelt 5 
B-1050 Brussels, Belgium. 
 
Tel:  +32 2 642 2800,  Fax:  +32 3 647 9398 
Email:  anne.laurent@ercoftac.be 

The price per copy (not including postage) is: 

Non-ERCOFTAC members:       150 Euros 
Non-ERCOFTAC academics:       75 Euros 
 
ERCOFTAC members:               100 Euros 
ERCOFTAC academic members: 50 Euros 
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