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The ERCOFTAC Best 

Practice Guidelines for 

Industrial Computational 

Fluid Dynamics 

The Best Practice Guidelines (BPG) were commissioned by 
ERCOFTAC following an extensive consultation with 
European industry which revealed an urgent demand for such a 
document. The first edition was completed in January 2000 and 
constitutes generic advice on how to carry out quality CFD 
calculations. The BPG therefore address mesh design; 
construction of numerical boundary conditions where problem 
data is uncertain; mesh and model sensitivity checks; 
distinction between numerical and turbulence model 
inadequacy; preliminary information regarding the limitations 
of turbulence models etc. The aim is to encourage a common 
best practice by virtue of which separate analyses of the same 
problem, using the same model physics, should produce 
consistent results. Input and advice was sought from a wide 
cross-section of CFD specialists, eminent academics, end-users 
and, (particularly important) the leading commercial code 
vendors established in Europe. Thus, the final document can be 
considered to represent the consensus view of the European 
CFD community. 
Inevitably, the Guidelines cannot cover every aspect of CFD in 
detail. They are intended to offer roughly those 20% of the 
most important general rules of advice that cover roughly 80% 
of the problems likely to be encountered. As such, they 
constitute essential information for the novice user and provide 
a basis for quality management and regulation of safety 
submissions which rely on CFD. Experience has also shown 
that they can often provide useful advice for the more 
experienced user. The technical content is limited to single-
phase, compressible and incompressible, steady and unsteady, 
turbulent and laminar flow with and without heat transfer. 
Versions which are customised to other aspects of CFD (the 
remaining 20% of problems) are planned for the future. 
The seven principle chapters of the document address 
numerical, convergence and round-off errors; turbulence 
modelling; application uncertainties; user errors; code errors; 
validation and sensitivity tests for CFD models and finally 
examples of the BPG applied in practice. In the first six of 
these, each of the different sources of error and uncertainty are 
examined and discussed, including references to important 
books, articles and reviews. Following the discussion sections, 
short simple bullet-point statements of advice are listed which 
provide clear guidance and are easily understandable without 
elaborate mathematics. As an illustrative example, an extract 
dealing with the use of turbulent wall functions is given below: 

 Check that the correct form of the wall function is being 
used to take into account the wall roughness. An 
equivalent roughness height and a modified multiplier in 
the law of the wall must be used. 

 Check the upper limit on y+. In the case of moderate 
Reynolds number, where the boundary layer only extends 
to y+ of 300 to 500, there is no chance of accurately 
resolving the boundary layer if the first integration point is 
placed at a location with the value of y+ of 100. 

 

 Check the lower limit of y+. In the commonly used 
applications of wall functions, the meshing should be 
arranged so that the values of y+ at all the wall-adjacent 
integration points is only slightly above the recommended 
lower limit given by the code developers, typically 
between 20 and 30 (the form usually assumed for the wall 
functions is not valid much below these values). This 
procedure offers the best chances to resolve the turbulent 
portion of the boundary layer. It should be noted that this 
criterion is impossible to satisfy close to separation or 
reattachment zones unless y+ is based upon y*. 

 Exercise care when calculating the flow using different 
schemes or different codes with wall functions on the 
same mesh. Cell centred schemes have their integration 
points at different locations in a mesh cell than cell vertex 
schemes. Thus the y+ value associated with a wall-
adjacent cell differs according to which scheme is being 
used on the mesh. 

 Check the resolution of the boundary layer. If boundary 
layer effects are important, it is recommended that the 
resolution of the boundary layer is checked after the 
computation. This can be achieved by a plot of the ratio 
between the turbulent to the molecular viscosity, which is 
high inside the boundary layer. Adequate boundary layer 
resolution requires at least 8-10 points in the layer. 

All such statements of advice are gathered together at the end 
of the document to provide a ‘Best Practice Checklist’. The 
examples chapter provides detailed expositions of eight test 
cases each one calculated by a code vendor (viz FLUENT, 
AEA Technology, Computational Dynamics, NUMECA) or 
code developer (viz Electricité de France, CEA, British Energy) 
and each of which highlights one or more specific points of 
advice arising in the BPG. These test cases range from natural 
convection in a cavity through to flow in a low speed 
centrifugal compressor and in an internal combustion engine 
valve. 
Copies of the Best Practice Guidelines can be acquired from: 

ERCOFTAC (CADO) 
PO Box 53877 
London, SE27 7BR 
United Kingdom 
Tel:       +44 203 602 8984 
Email:    magdalena.jakubczak@ercoftac.org 
 

The price per copy (not including postage) is: 

ERCOFTAC members 

 First copy     Free 
 Subsequent copies                   75 Euros 
 Students     75 Euros 

Non-ERCOFTAC academics                 140 Euros 
 Non-ERCOFTAC industrial                 230 Euros 

EU/Non EU postage fee                      10/17 Euros 



All in ERCOFTAC are deeply saddened to hear
of the death of Prof. Anthony G. Hutton,
our Knowledge Network Committee Chairman
and a previous Chairman of our organisation.
Tony was involved with ERCOFTAC for almost
twenty years; for about ten years (1997- 2006)
he was the Chairman of the Industrial Advisory
Committee (with a short break at the end of
2003 when he was Deputy Chairman) and for
8 years (1997-2005) he was the Coordinator
of the ERCOFTAC Quality and Trust Special
Interest Group’. He was very active within the
organization and contributed to its successful
administration as member of its Executive
Committee and Management Board. Most
importantly, for six years - from 2006 to 2012 -
he served as ERCOFTACs Chairman and from
2013 was our KNC Chairman.

Under Tonys leadership, ERCOFTAC underwent a major transformation from a primarily
academic organization to a professional organization with the capacity and means to respond
and deliver effectively to the communitys needs. Tony pioneered efforts to enhance industrial
participation, to connect academic research with industry and to facilitate the collaboration
between ERCOFTACs scientific core and its industrial members. His strong interest in applied
fluid dynamics research has resulted in an initiative on Quality and Trust in Industrial CFD,
which evolved into the Best Practice Guidelines for industrial CFD, which is ERCOFTACs most
successful publication. Tonys vision has also led to a webbased fluids simulation data base, the
QNET-CFD Knowledge Base, which has become the foremost repository of knowledge on flow
simulation in the industrial environment.

Over the years, Tonys selfless voluntary contribution to ERCOFTAC and to the community at
large was sustained and substantial in terms of scientific knowledge and leadership as well as
skillful and committed administration. More importantly, Tony was a great guy, a true leader and
a visionary. We are truly grateful and proud for all of his accomplishments and contributions to
ERCOFTAC during all these years. In the near future we plan to honour and commemorate his
passing in several ways, such as an honorary lecture and an award in his name and possibly also
a special journal volume in his honour.

He will be greatly missed.

A. Tomboulides
On behalf of ERCOFTAC’s Executive Committee



Theme Issue on Transition Modelling
E. Dick1 and W. Elsner2

1 Department of Flow, Heat and Combustion mechanics, Ghent University,
St.-Pietersnieuwstraat 41, 9000 Gent, Belgium; erik.dick@ugent.be

2 Institute of Thermal Machinery, Czestochowa University of Technology,
Al. Armii Krajowej 21, 42-200 Czestochowa, Poland; welsner@imc.pcz.czest.pl

The ERCOFTAC Bulletin Theme Issue on Transition Modelling aims to overview recent activities of SIG10. It
contains 16 contributions covering a wide variety of topics over theoretical analysis by perturbation methods and
experimental analysis of pre-transitional boundary layer behaviour, instability and breakdown, as well as validation,
testing and adaptation of new or established transition models with some applications. The characteristics of each
paper are summarised below.

M.W. Johnson applies a linear perturbation method
for prediction of pre-transitional boundary layer dis-
tortions by Tollmien-Schlichting waves and by streaks.
He demonstrates that a favourable pressure gradient
inhibits fluctuation growth and an adverse pressure
gradient promotes it. He shows that transition onset
can be predicted by a criterion of 23 % near-wall local
turbulence level.

J. Ren and S. Fu analyse by non-linear parabolised
stability equations the role of Klebanoff-type and
Görtler-type streaks in hypersonic boundary layers.
They demonstrate that Klebanoff-type streaks of ap-
propriate amplitude, i.e. large enough to modulate a
laminar boundary layer, but not so large to trigger the
associated secondary instability, can damp the growth
of fundamental instability modes.

T.A. Zaki and J. Page analyse two-fluid boundary
layers by a linear perturbation method. They show that
a thin near-wall film with a fluid of lower viscosity than
the fluid farther away from the wall stabilises a pre-
transitional boundary layer perturbed by streaks. The
theory explains the weakening of the lift-up mechanism
responsible for the secondary instability of a streaky
laminar boundary layer.

P. Jonáš and P.P. Antoš investigate experimentally
transition in zero pressure gradient boundary layer flow
on smooth flat plates with three different leading edge
profiles, two levels of free-stream turbulence and several
values of free-stream velocity. They demonstrate that
transition is the earliest and the shortest with the most
rounded leading edge and the latest and the longest
with the sharpest leading edge, both for the low and
high free-stream turbulence level.

D. Lengani, D. Simoni, M. Ubaldi, P. Zunino and F.
Bertini apply proper orthogonal decomposition (POD)
to particle image velocimetry images of flow over the
suction side of a low-pressure turbine profile, for visual-

isation of the effects of free-stream turbulence intensity
(FSTI) and wake passing. They demonstrate that for
steady low FSTI, the two most energetic POD modes
correspond to Kelvin-Helmholtz rolls in the separated
boundary layer, while for high FSTI to low- and high
speed longitudinal streaks in the attached boundary
layer. For wake-induced transition, the two most
energetic modes correspond to the velocity perturbation
by the negative jet and a high-speed streak near the wall.

J.P. Gostelow, S.J. Garett, A. Roma and W.A. Mc-
Mullan present experimental results on pre-transitional
vortex structures in boundary layers on rotating cones
and swept cylinders. For rotating cones, they demon-
strate pairs of counter-rotating Görtler-type vortices
for small half-angles and co-rotating vortices for high
half-angles (cross-flow instability). For swept cylinders,
they demonstrate stream-wise streaks corresponding to
contour-rotating vortices for normal cylinders and low
sweep angles and co-rotating vortices for high sweep
angles (cross-flow instability).

F.R. Menter and P. Smirnov discuss a recently devel-
oped local correlation-based transition model (LCTM)
by Menter et al., with a single transport equation for
intermittency coupled to the k − ω SST turbulence
model. The intermittency is a multiplier of the pro-
duction term of the k-equation. Transition is modelled
by control of the production and destruction terms of
the intermittency equation, involving empirical transi-
tion correlations, but formulated as functions of local
characteristic Reynolds numbers and local estimates
of turbulence level and pressure gradient. The good
functioning of the model is demonstrated for an aerofoil
and a low-pressure turbine cascade.

V. Marciniak discusses his recently developed physics-
based transition model with a single transport equation
for pre-transitional laminar fluctuation kinetic energy
coupled to the standard k − ω turbulence model
(k − kL − ω). Transition is modelled by control of the
production term in the equation of laminar fluctuation
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kinetic energy, with similar form as the equation of
turbulent fluctuation kinetic energy, and by a transfer
term in these two equations. The crucial terms are
made dependent on local Reynolds numbers character-
ising the physics of bypass transition. The model was
calibrated for the low-pressure T107 turbine cascade for
several Reynolds numbers involving bypass transition
in attached boundary layer and transition in separated
boundary layer.

L. Wei, X. Ge, J. George and P. Durbin discuss their
new local intermittency-based transition model for
smooth and rough surfaces. It consists of a single trans-
port equation for intermittency coupled to the standard
k − ω turbulence model. Transition is modelled, for one
part, by the destruction and production terms in the
intermittency equation, which depend on several local
Reynolds numbers, characterising the physics of bypass
transition. The second ingredient is a multiplication
factor of the production term in the equation for
turbulent kinetic energy, which is the intermittency
by the transport equation, but modified by sensors of
pressure gradient and boundary layer separation. The
model is intermittency-equation-based, but it does not
use empirical correlations, but local sensor Reynolds
numbers.

S. Kubacki and E. Dick discuss their recently developed
physics-based algebraic transition model, coupled to
the newest k − ω turbulence model by Wilcox. Bypass
transition is modelled by two multiplication factors of
the production of turbulent kinetic energy, expressing
damping of short-wavelength disturbances induced by
the free-stream in a laminar boundary layer and insta-
bility of a pre-transitional boundary layer perturbed by
streaks. The good performance for bypass transition
in attached boundary layer state is demonstrated on
two turbine cascades for high free-stream turbulence.
Transition in separated boundary layer state with the
same turbine cascades for low free-stream turbulence is
not modelled, but resolved by 3D Unsteady RANS.

J. Příhoda, J. Fürst, P. Straka, P. Louda and M.
Kožíšek test three transition models of very different
nature on a series of cases. The models are the local
correlation-based algebraic intermittency model of
Straka and Příhoda, the k − kL − ω laminar fluctuation
kinetic energy model by Walters and Cokljat and
the γ − ζ two-equation non-local correlation-based
intermittency transport model of Lodefier and Dick.
The transition models are combined with the k − ω
explicit algebraic Reynolds stress turbulence model of
Hellsten. The test cases are Ercoftac T3 flat plate flows,
a subsonic gas turbine vane cascade, an aerofoil in the
wake of another aerofoil, a transonic steam turbine
blade cascade and a 3D transonic gas turbine blade
cascade.

A. Minot, J. Marty, J. Perraud and G. Casalis discuss
the adaptation of the γ − Reθ two-equation local
correlation-based intermittency transport model of
Menter et al. for combination with a two-equation

k − l turbulence model, replacing the two-equation
k − ω turbulence model. The adaptation for bypass
transition in attached boundary layer state involves
expressing some parameters as functions of k and l
instead of k and ω. Recalibration for bypass transition
is done with a high-pressure turbine cascade and for
transition in separated boundary layer state with a
high-lift low-pressure turbine cascade.

W. Elsner and P. Warzecha illustrate the performance
of their model for surface roughness, added to the
γ − Reθ two-equation local correlation-based intermit-
tency transport model of Menter et al. The roughness
extensions consist of a wall boundary condition for ω
depending on surface roughness, an additional limiter
function in the eddy viscosity expression and modifi-
cation of the Reθ produced by the transport equation
for this parameter. They verify the performance for
rough flat plates with turbulent boundary layers with
and without pressure gradient and a high-pressure
gas turbine blade cascade for three values of surface
roughness with transition in attached boundary layer
state and a flat plate flow with transition in boundary
layer separation state.

P. Bader, W. Sanz, C. Steinmayr and P. Leitl test four
transition models against own Constant Temperature
Anemometry and Laser Doppler Anemometry data of
a transitional flow over a flat plate under a slightly
favourable pressure gradient. The models are the
recently developed one-equation γ-model of Menter et
al., the two-equation γ − Reθ model of Menter et al.,
the k − kL − ω model of Walters and Cokljat and Large
Eddy Simulation embedded in a RANS zone (eLES).
They observe that the γ− and γ − Reθ models produce
nearly identical results, very close to the experimental
data, while the two other produce a somewhat delayed
transition zone.

A. Krumbein, N. Krimmelbein, C. Grabe and N.
Shengyang discuss challenges for transition models
applied to external aeronautical flows. First, they
threat streamline-based approaches combining eN -
methods for natural transition by Tollmien-Schlichting
waves and cross-flow waves and for separation-induced
transition and empirical criteria for bypass transition.
They illustrate the necessity to extend the γ − Reθ
method for cross-flow instability and the necessity to
combine it with Reynolds stress models for strongly
three-dimensional flows. Finally, they illustrate the still
remaining deficiencies for the strongly unsteady flow
over an aerofoil in pitching oscillation.

P. Kaparos, Z. Vlahostergios and K. Yakinthos in-
vestigate numerically the effect of a dielectric barrier
discharge (DBD) plasma actuator for boundary layer
control with the k − kL − ω transition model of Walters
and Cokljat and the model by Suzen and Huang for the
effect of the ionic wind produced by the actuator. They
demonstrate that bypass transition can be delayed by
the exerted stream-wise force.
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The Role of Linear Perturbation Methods in Transition
Prediction
M. W. Johnson

University of Liverpool, UK

Abstract
A linear perturbation method for predicting the fluc-
tuating flow within the pre-transitional boundary layer
is presented. The method captures the full flow
physics including the formation of low speed streaks and
Tollmien Schlichting waves. Results for zero, adverse
and favourable streamwise pressure gradients show how
adverse pressure gradient promotes fluctuation growth
whereas favourable pressure gradient inhibits it. A fluc-
tuation level threshold is introduced in order to predict
a transition onset position which correlates closely with
published empirical transition correlations.

Nomenclature
k = ν

U2
dU
dx

acceleration parameter
p static pressure
p′ fluctuation pressure
R receptivity (equation 30)
Rex, Rey , Rez = U0x

ν
, U0y
ν
, U0z
ν

Rex0 = U0x0
ν

leading edge Reynolds number
t time
u, v, w mean velocity components in x, y and z

directions
u′, v′, w′ perturbation velocities in x, y and z directions
uf , vf , wf perturbation velocity amplitudes (equation 6)
U mean freestream velocity
U ′ = (U2

f + V 2
f +W 2

f )0.5 freestream velocity
fluctuation amplitude

Uf , Vf ,Wf perturbation velocity amplitude
components in freestream

x, y, z streamwise, normal and spanwise coordinates
x0 distance from turbulence generating

grid to plate leading edge
β turbulence decay constant (equation 24)
δ boundary layer thickness
ω temporal frequency
Ωx,Ωy ,Ωz spatial frequencies
Ωx,Ωy ,Ωz = νωx

U0
,
νωy

U0
, νωz
U0

ν fluid dynamic viscosity
ρ fluid density

Subscipts
0 value at turbulence generating grid
nw near wall value (y/δ = 0.1)

k = ν
U

2 d
U
dx

1 Introduction
The accurate prediction of transition onset remains chal-
lenging particularly for flows in complex geometries.
Current transition models (e.g. Abu-Ghannam and
Shaw [1]) rely heavily on empirical data largely taken
from simple geometries, (commonly flat plates) and
hence most models fail to account for the many effects
present in real engineering geometries. It also seems im-
probable that an empirical transition model can be for-
mulated which accounts for all these factors (e.g. sweep,
concave curvature, pressure gradient, turbulence inten-
sity and scale). Direct Numerical Simulation (e.g. Wu

and Moin [2]) can capture the full physics, however it is
currently impractical for the high Reynolds numbers and
complex geometries typical of most engineering prob-
lems. Large Eddy Simulations (LES) offer more eco-
nomical solutions but require modelling for the sub grid
scale eddies and hence can fail to capture the full physics.
Theoretical approaches are therefore needed which cap-
ture the full physics without the fine spatial resolution
of DNS.

2 Theory
The transition process commences with the emergence
of Reynolds stresses which enhance the transport of
momentum in regions of shear. Mathematically, the
Reynolds stresses originate from the convection terms
in the Navier Stokes equations when the velocity is split
into its time mean and fluctuating components. E.g.

uv = (ū+ u′)(v̄ + v′) = ūv̄ + (ūv′ + u′v̄) + u′v′ (1)

The 3 terms resulting from the splitting are of 0th, 1st
and 2nd order in the fluctuating components. In the pre-
transitional boundary layer, the Reynolds stress or 2nd
order terms remain negligible and hence can be ignored
in predicting the fluctuating flow up to transition onset.
The governing equations therefore only contain the 1st
order (or linear) perturbation terms once the time mean
equations (0th order terms) are subtracted.

These linear perturbation equations can be derived for
any flow, but here the analysis is limited to 2-d boundary
layers in incompressible flow. The governing equations
are then, the continuity equation

∂u′

∂x
+ ∂v′

∂y
+ ∂w′

∂z
= 0 (2)

and the momentum equations in the streamwise x, nor-
mal y and spanwise z, directions

(3)
∂u′

∂t
+ ∂

∂x

(
p′

ρ
+ 2uu′

)
+ ∂

∂y
(vu′ + uv′)

+ ∂

∂z
(uw′)− ν∇2u′ = 0

(4)
∂v′

∂t
+ ∂

∂x
(vu′ + uv′) + ∂

∂y

(
p′

ρ
+ 2vv′

)
+ ∂

∂z
(vw′)− ν∇2v′ = 0

(5)∂w′

∂t
+ ∂

∂x
(uw′) + ∂

∂y
(vw′) + ∂

∂z

(
p′

ρ

)
− ν∇2w′ = 0
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noting that, as the mean flow is two dimensional w and
the z derivatives of u, v and p are zero. These equations
are therefore the same as the linearised Navier Stokes
equations used by Leib et al. [3] and others but retain
the streamwise derivatives in the mean velocity.
The variation in the flow perturbations can be consid-

ered as periodic in time and also in the spanwise direction
as the mean flow is invariant in this direction and so

u′ = uf (x, y)ei(ωz+ωt) (6)

with similar expressions for v′, w′ and p′. The equations
can then be written as

∂uf
∂x

+ ∂vf
∂y

+ ωzwf = 0 (7)

(8)iωuf + ∂

∂x

(
pf
ρ

+ 2uuf
)

+ ∂

∂y
(vuf + uvf )

+ ωzuwf − ν∇2uf + νω2
zuf = 0

(9)iωvf + ∂

∂x
(vuf + uvf ) + ∂

∂y

(
pf
ρ

+ 2vvf
)

+ ωzvwf − ν∇2vf + νω2
zvf = 0

(10)
iωwf + ∂

∂x
(uwf ) + ∂

∂y
(vwf )

+ ∂

∂z

(
pf
ρ

)
− ν∇2wf + νω2

zwf = 0

3 Boundary Conditions
At the inlet, a boundary condition must be specified
which represents the perturbed flow in the freestream.
This boundary condition must be a solution of the set
of equations just derived, simplified for the uniform
freestream inlet flow u = U and v = 0. These simpli-
fied momentum equations are

(11)iωuf + ∂

∂x

(
pf
ρ

+ Uuf

)
− ν∇2uf + νω2

zuf = 0

(12)iωvf + ∂

∂x
(Uwf )+ ∂

∂y

(
pf
ρ

)
−ν∇2vf +νω2

zvf = 0

iωwf + ∂

∂x
(Uvf ) + ∂

∂z

(
pf
ρ

)
− ν∇2wf + νω2

zwf = 0

(13)

Equations 10, 11 and 12 can be combined to eliminate
the velocity components uf , vf and wf resulting in

∇2pf = 0 (14)

Freestream turbulence consists of spatially and tempo-
rally periodic waveforms which decay in the streamwise
direction and satisfy the flow equations. The freestream
solution of the current equations at the inlet must there-
fore be of the form

u′ = u1e
i(ωxx+ωyy+ωzz+ωt)−βx (15)

v′ = v1e
i(ωxx+ωyy+ωzz+ωt)−βx (16)

w′ = w1e
i(ωxx+ωyy+ωzz+ωt)−βx (17)

Substituting for p′ in equation 14

p′ = u1e
i(ωxx+ωyy+ωzz+ωt)−βx (18)

β2 + ω2
x − ω2

y − ω2
z − 2iβωx = 0

It therefore follows from equation 18 that if wx and b are
non zero, p1 = 0.
The freestream solution of these equations is therefore

uf = u1e
i(ωxx+ωyy)−βx (19)

vf = v1e
i(ωxx+ωyy)−βx (20)

wf = w1e
i(ωxx+ωyy)−βx (21)

pf = 0 (22)
This freestream solution is therefore a travelling wave
with spatial frequencies ωx, ωy and ωz which decays
in the streamwise direction at a rate β. It should be
noted that although there are no pressure fluctuations
present in the freestream, pressure fluctuations are in-
duced in the boundary layer by the freestream velocity
fluctuations. Substituting these expressions into any one
of the momentum equations and equating the real and
imaginary parts also provides a relationship between the
streamwise spatial and temporal frequencies

ω = −(U + 2βν)ωx (23)

and an expression for the streamwise decay rate

β = − U2ν +
((

U

2ν

)2
+ ω2

x + ω2
y + ω2

z

)0.5

(24)

or

βx = −Rex2 + Rex
2
(
1 + 4(Ω2

x + Ω2
y + Ω2

z)
)0.5 (25)

where Ωx = νωx

U0
, Ωy = νωy

U0
and Ωz = νωz

U0
Typically in engineering problems

Ω2
x + Ω2

y + Ω2
z � 1 (26)

and so
βx ≈ Rex(Ω2

x + Ω2
y + Ω2

z) (27)
These relationships indicate that, for a uniform mean
flow, the freestream perturbation is convected at a ve-
locity slightly greater than the freestream velocity and
decays in proportion to n and approximately in propor-
tion to the square of the overall spatial frequency

Ω2
x + Ω2

y + Ω2
z (28)

The amplitudes of the velocity fluctuations, u1, v1 and
w1 must also satisfy the continuity equation and so

(iωx − β)u1 + iωyv1 + iωzw1 = 0 (29)

The velocity vector must therefore lie in a plane which is
perpendicular to the frequency vector (iωx−β, iωy, iωz).
In the current work, this velocity vector is divided into

two mutually perpendicular components. The first com-
ponent is in the x-y plane and hence has a zero compo-
nent in the z direction (wf = 0) and lies in the same plane
as the mean flow velocity. The second component is then
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Figure 1: Streamwise fluctuations induced by freestream
second component with Ωx = 10−6 and Ωy = Ωz =
5.3× 10−4

perpendicular to this first component and the frequency
vector and hence is in the direction with the maximum
wf component. Any general velocity vector can then be
formed as a weighted average of these two components.
It should be noted that although the freestream fluctu-
ation velocity vector for a single component or a combi-
nation of components lies within a plane, the fluctuation
velocities induced within the boundary layer do not lie
in a plane and are fully 3-d in nature. An appropri-
ately weighted combination of the two components over
a complete range of Ωx,Ωy,Ωz spatial frequencies will
result in the receptivity solution for isotropic turbulence
in the freestream. It should also be noted that the com-
bination of a solution with its ’mirror’, where one of the
spatial frequencies reverses sign, will result in an array
of vortices in the freestream which are frequently used in
receptivity studies. Equations 19, 20 and 21 are used to
determine the velocities on the inlet boundary for each
individual frequency solution where the values of u1, v1
and w1 satisfy equation 29.
The remaining boundary conditions are more straight-

forward. On the plate the usual no slip boundary con-
dition is used. The fluctuating pressure is set to zero on
the boundaries parallel to and downstream of the plate,
which is consistent with the freestream fluctuating veloc-
ity condition used at the inlet and the freestream solu-
tion. This pressure boundary condition differs from the
velocity fluctuation condition used in other work (e.g.
Leib et al. [3]), however the resulting velocity fluctua-
tions in the freestream will be the same. This is because
the velocity fluctuations prescribed at the inlet are con-
vected through the boundaries where the zero pressure
fluctuation boundary condition is used.

4 Results
Solutions to the governing equations were obtained for
both the first and second components of the freestream
perturbation for the frequency ranges Ωx from 10−6 to
10−3 and Ωy and Ωz from 3× 10−5 to 3× 10−3. Details
can be found in Johnson and Pinarbasi [4]. It was found
that the boundary layer receptivity is dominated by the
second component at low Ωx , i.e. vortices aligned in ap-
proximately the streamwise direction. A typical result is
shown in figure 1 which also shows how the fluctuations
grow with distance downstream. The near wall receptiv-
ity compares the near wall fluctuation amplitude with a

reference value at a point in the freestream upstream of
the boundary layer surface and is defined by

R =
(uf
w

)
nw

U

Uf0
(30)

The reference position is at a distance x0 upstream of the
leading edge where Rex0 = 500, 000. The ranges of fluc-
tuation frequency which dominate the receptivity (> 20)
are identified in figure 2. For ZPG (Zero pressure gra-
dient), the receptivity is greatest for low Ωx and a band
of Ωz frequencies centred at 5.3× 10−4. This frequency
has a spanwise wavelength (approximately 1.5δ) which
is similar to that observed for the streaky structures ob-
served in experiments. Results are also shown in figure
2 for a FPG (favourable pressure gradient) and an APG
(adverse pressure gradient). The corresponding acceler-
ation parameters k vary from 6.9×10−7 to 4.4×10−7 for
the FPG and from −2.8 × 10−7 to −3.4 × 10−7 for the
APG. The iso-surface for FPG encloses a smaller region
than that for ZPG and hence indicates a lower overall
receptivity. In contrast the iso-surface for APG encloses
a larger region and also a second iso-surface is present at
higher Ωx. The fluctuations depicted by this second iso-
surface are due to Tollmien Schlichting waves, which are
also more prevalent in APG experiments (Hughes and
Walker [5]).

4.1 Spot Inception
Johnson and Fasihfar [6] observed that transition oc-
curs when the near wall local turbulence level reaches
approximately 23%. They suggested that this was due
to transient local separation of the boundary layer. The
nearwall instantaneous velocity is normally distributed
and hence the proportion of the time that the flow is
reversed can be determined as a function of the rms fluc-
tuation level as shown in figure 4. The reversed flow
occurrence rate and hence the probability of spot forma-
tion increases by 4 orders of magnitude for an increase
in rms level from 17% to 27%, which suggests that spot
formation does result from instantaneous flow reversal.

The 23% near wall turbulence level threshold is used
to determine the start of transition Reθ as a function of
the freestream turbulence level as shown in figure 5. The
current ZPG results are seen to lie close to the empirical
transition correlation due to Mayle [7] with transition
predicted at lower Reθ for APG and higher Reθ for FPG.
It should be noted that the pressure gradient is zero in
all cases up to Reθ = 170.

5 Conclusions
1. Flow perturbations in the pre-transitional boundary

layer due to Tollmien Schlichting waves or receptiv-
ity of freestream turbulence are predicted by linear
perturbation methods.

2. The boundary layer is most receptive to freestream
vortices which are orientated in or close to the
streamwise direction.

3. Receptivity is decreased by favourable and increased
by adverse pressure gradient.

4. Tollmien Schlichting activity occurs at lower
Reynolds number for adverse pressure gradients.

5. Transition onset can be predicted using linear per-
turbation methods and a 23% near wall turbulence
(instantaneous separation) criterion.
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Figure 2: Near wall receptivity iso-surfaces (= 20) for
second component freestream disturbances, Reθ = 350.
ZPG (top), FPG (middle) and APG (bottom)

Figure 3: Spanwise and wall normal averaged second
component receptivities. ZPG (top), FPG (middle) and
APG (bottom)

Figure 4: Reversed flow occurrence for normally dis-
tributed fluctuation
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Figure 5: Start of transition prediction
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On Hypersonic Boundary Layer Transition:
Role of Streaks
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Abstract
The role of streaks in hypersonic boundary layer transi-
tion is discussed. Boundary-layer flows at Mach numbers
4.5 and 6.0 are studied in which both the first- and sec-
ond modes are supported. The streaks considered here
are driven either by the so-called optimal perturbations
(Klebanoff-type or K-type) or the centrifugal instability
(Görtler-type or G-type). When the streak amplitude is
in an appropriate range, i.e., large enough to modulate
the laminar boundary layer but low enough to not trigger
secondary instability, both the first- and second modes
can effectively be suppressed by K-type streaks. G-type
streaks ultimately lead to flow transition as long as the
Görtler modes keep growing exponentially.

1 Introduction
Streaks substantially affect the boundary layer transi-
tion. The outcome can be either promotion [1] or sup-
pression [2] of transition. Both shall be regarded as mar-
ketable controls in aerodynamic applications. Regardless
of the Mach number, streamwise vortices are common
generators of streaks (through lift-up mechanism [3]) in
laminar boundary layers. The optimal perturbations and
Görtler vortices are considered. The streaks they gener-
ated are termed Klebanoff-type (K-type) and Görtler-
type (G-type) respectively hereafter.
Laminar-turbulent transition in flows dominated by

streamwise-elongated streaks is often caused by their sin-
uous/varicose secondary instabilities [1]. Prior to the on-
set of secondary instabilities, T-S waves can, to a remark-
able extent, be stabilized. The direct numerical simula-
tions (DNS) by Cossu and Brandt [4, 5] showed that the
T-S waves can be effectively stabilized by K-type streaks.
Increase in the amplitude of the streaks shows a stronger
effect of stabilization. This is due to the modification to
the mean flow caused by the nonlinear development of
streaks.
The experiments performed by Fransson and co-

workers successfully materialized the idea of passive con-
trol with circular roughness elements [6] and miniature
vortex generators (MVGs) [7]. The threshold streak am-
plitude is substantially increased from 12% to 32% with
the latter. The elaborated streaky flow excited in the
boundary layer (e.g., with aforementioned MVGs) suf-
fers from considerable viscous dissipation. To prevent
the rapid decay of streaks, multiple MVGs in the stream-
wise direction could be necessary [7]; The control was
also shown to be robust when subjected to random noise.
Recently, free-stream vortices are proved to be able to
generate effective streaks [8].

Apart from the two-dimensional (2-D) disturbances
in a flat-plate boundary layer, streaks can stabilize the
oblique waves [9] as well. Similar approach for tran-
sition control in three-dimensional boundary-layer flow

over swept-wings has been studied intensively by Saric et
al. [10, 11]. Here, the sub-critical crossflow modes are
excited by the micron-sized roughness elements, which
through their nonlinear interactions with the mean flow
weakened the critical crossflow mode as well as its sec-
ondary instabilities. [12]

Görtler instability, known as the centrifugal instabil-
ity of boundary layer over a concave wall, arises due
to the imbalance between the centrifugal force and the
wall-normal pressure gradient. The streamwise-oriented,
counter-rotating vortices (Görtler vortices) are conse-
quently generated, maintained and can be significantly
intensified downstream promoting flow transition (See
reviews by Saric [13]).

Again, the low- and high- speed streaks are pro-
duced and enhanced by the long-persisting streamwise
counter-rotating vortices. The difference (between K-
type) is that transient growth is replaced with exponen-
tial growth. Identifying the most dangerous secondary
mode is of fundamental importance as it determines both
the scenario and location of transition. For incompress-
ible Görtler flow, the sinuous and varicose modes are
found [14, 15] and analyzed with energy balancing mech-
anisms [16, 17, 18]. It had been found that the sinuous
mode appeared first and required a lower amplitude of
the streak [19, 1] while varicose modes were stronger for
large wavelengths of Görtler vortices [20].

Up to today, the most of existing studies performed
on this topic are confined in incompressible flows. The
present study thus aims at understanding the mechanism
in high-speed boundary layer flows as well as exploiting
this potential control methodology. The first mode and
second mode are both considered. The formulation and
methodology are described in §2. Results on the stabi-
lization of first- & second modes are presented and dis-
cussed in §3. The present study is concluded in §4.

2 Methodology

In the framework of the stability analysis, the instan-
taneous flow field q = (ρ, u, v, w, T ) is considered as a
superposition of the perturbation q̃ on the laminar base
flow Q. For a 2-D boundary layer,

q(x, y, z, t) = Q(x, y) + q̃(x, y, z, t). (1)

The base flow investigated is given by the self-similar so-
lution to the compressible boundary layer. To derive the
perturbation equations, we substitute (Eq. (1)) into the
compressible Navier-Stokes (N-S) equations and subtract
the equations for the mean flow. The resulted equations
can be written in a well-identified and compact form:
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Γ
∂q̃

∂t
+A ∂q̃

∂x
+B ∂q̃

∂y
+C ∂q̃

∂z
+Dq̃ =

Vxx
∂2q̃

∂x2 + Vyy
∂2q̃

∂y2 + Vzz
∂2q̃

∂z2

+Vxy
∂2q̃

∂x∂y
+ Vyz

∂2q̃

∂y∂z
+ Vzx

∂2q̃

∂z∂x
+ Ñ .

(2)

The matrices Γ , A, B, ... in (Eq. (2)) are functions
of the mean flow quantities (detailed expressions can be
found in the authors’ previous papers [21]). Formulation
of the nonlinear parabolized stability equations (NPSE)
is standard and thus omitted here. Readers may refer
to Herbert [22] for overview of the method, and Li &
Malik [23] and Andersson et al. [24] for numerical issues
related to the residue ellipticity of the equations.

In the present study, the space coordinates are scaled
with the boundary layer length scale δ∗0 =

√
ν∗∞x

∗
0/U

∗
∞

where asterisk stands for dimensional quantities. x0 is
the streamwise coordinate of a specified position. All
the flow quantities are scaled with their free-stream val-
ues except the pressure by ρ∗∞(U∗∞)2. The flow is thus
characterized with the following dimensionless numbers:

Re0 = ρ∗∞U
∗
∞δ
∗
0

µ∗∞
, Ma = U∗∞√

γR∗airT
∗
∞
, Pr =

µ∗∞C
∗
p

κ∗∞
. (3)

2.1 K-type Streaks
The optimal disturbances can be computed using an
eigenfunction expansion or a marching approach (with
adjoint equations). In compressible boundary layers,
they are described in work by Hanifi et al. [25] and Tu-
min & Reshotko [26, 27]. The readers may refer to these
papers for the formulation and relevant computational
methods. Here, we utilize the local approach to compute
the optimal perturbations. The optimal disturbance is
given by a linear combination of the eigenvectors.

2.2 G-type Streaks
When a large enough concave curvature is present,
Görtler instability becomes the leading mechanism for
the amplification of streaks. We define the global cur-
vature K as K = k/Re = −ν∗∞/(U∗∞R∗) where R∗ is
the local radius of curvature and k is local curvature. It
should be noted that, a continuous transformation from
Klebanoff modes to Görtler modes can be achieved by
gradually increasing the curvature. To investigate these
two type of modes, in the present paper we study streaks
in cases with K = 0 and K = −10−6. These are termed
here Klebanoff-type (K-type) and Görtler-type (G-type)
streaks, respectively.

2.3 Interactions Between Streaks and
First/Second Mode

In 2-D hypersonic boundary layers, Mack’s second
mode [28] usually has the largest growth rate thus be-
coming the dominant instability. Employing the termi-
nology suggested by Fedorov and Tumin [29], this mode
becomes unstable when the fast mode (mode F) and slow
mode (mode S) synchronize with each other. The sec-
ond mode can be mode F or mode S depending on the
branching of the discrete spectrum [30]. In fact, the am-
plification of the second mode is related to both mode F
and mode S, i.e., a double-mode activity.

Re
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F2 = 1.2× 10
−4

F3 = 0.6× 10
−4

Ma = 4.5

Ma = 6.0

Figure 1: Neutral curves of two-dimensional disturbances
in hypersonic boundary layers with Ma = 4.5 and 6.0

Flow case Flow parameters Perturbations)
Case 1 Ma = 4.5, F = F1 second mode
Case 2 Ma = 4.5, F = F3 first mode
Case 3 Ma = 6.0, F = F2 first & second mode
Case 4 Ma = 6.0, F = F3 first & second mode

Table 1: The flow and disturbance parameters for 2-D
perturbations studied in the current work

The neutral curves of the 2-D disturbance in Re − ω
plane at Ma = 4.5 and 6.0 are shown in Figure (1). Re =√
ρ∗∞U

∗
∞x
∗/µ∗∞ is used as a measure of the streamwise

coordinate. In the range of the parameters considered
here, the unstable regions of the first- and second modes
are well separated for Ma = 4.5 while they overlap at
Ma = 6.0. The current study employs the perturbations
with frequencies F1 = 2.2 × 10−4, F2 = 1.2 × 10−4 and
F3 = 0.6 × 10−4 where F = ω/Re. The parameters
of the four cases studied are listed in Tab. Table (1).
Perturbations considered in Case 1 and 2 are the second-
and first modes, respectively. Note that in the Ma =
6.0 flow (Case 3 and 4), perturbations with F2 and F3
manifest both the first- and second modes successively.

The steady Görtler or Klebanoff mode with spanwise
wavenumber β = 0.1 is introduced into the laminar
boundary layer either near the leading edge Re < 100
(for Klebanoff mode) or at Re = Re0 = 300 (for Görtler
mode). The 2-D disturbances are obtained from the local
eigenmode and they are added to the flow at Re = 500
(ahead of branch-I of the neutral curve). The Klebanoff
mode has been optimized for Re = 1200 with the in-
let corresponding to Re = Re0 = 300. All the cases
share the following parameters: stagnation temperature
T ∗s = 333K, Prandtl number Pr = 0.7, Reynolds num-
ber Re0 = 300. Adiabatic wall boundary condition is
specified for the mean flow.

3 Results and Discussions
3.1 Interaction with K-type Streaks
The stabilizing effects on the first- and second modes are
investigated first at Ma = 4.5. The modal perturbations
of frequencies F1 and F3 become unstable as the second-
and first mode respectively as shown in Figure (1). The
interaction between the streak and first/second mode is
computed through the following procedure. The Kle-
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Figure 2: Spatial development of the streak ampli-
tude. The maximum amplitudes are A(u;K1) =
1.1%, A(u;K2) = 2.2%, A(u;K3) = 3.4% and
A(u;K4) = 4.7% respectively

banoff mode (mode(0,±1)) is introduced into the bound-
ary layer near the leading edge. Initially this perturba-
tion is integrated linearly up to a given position eliminat-
ing the influence of initial transient behavior. The ampli-
tude of the Klebanoff mode is then prescribed and non-
linear development of the streak is followed downstream.
The 2-D disturbance (mode(1, 0)) is later initialized at
Re = 500 with a sufficient low amplitude thus ensur-
ing linearity. The number of Fourier components kept in
the calculation is −12 to 12 in the spanwise wavenumber
and 0 to 3 in the frequency which has been tested to be
sufficient to characterize the nonlinear interactions.
Four sets of streaks of different amplitudes are denoted

as K1, K2, K3 and K4. The spatial development of the
streaks as a function of the local Reynolds number Re is
presented in Figure (2). The maximum amplitudes are
A(u) = 1.1%, 2.2%, 3.4% and 4.7% respectively. The
amplitude is defined as:

A(u) = 0.5
(

max
y,z

(ũ)−min
y,z

(ũ)
)

(4)

The amplitude of the T-S waves measured in terms of
temperature and streamwise velocity perturbations are
given in Figure (3). The temperature perturbation T ′

has the largest amplitude in hypersonic flows considered
here and can be regarded as a measure of |q′|max. The
dashed lines indicate the amplitude of the 2-D perturba-
tions in the absence of streaks. It is therefore obvious
that the streaks can stabilize both the first- and second
modes. An increase of the streak amplitude resulted in a
stronger stabilization. This is demonstrated as decreased
amplitude of the 2-D perturbations in Figure (3)(a,b). It
is worth noting that the effect of streaks on the compo-
nent of u′ is not always stabilizing, e.g., the first mode
shown in Figure (3)(b ii). Since |u′| is one order of mag-
nitude smaller than |T ′|, the general stabilizing effect
should not be influenced.
In hypersonic boundary layers, perturbations can be

co-modulated by the first- and second modes, e.g., the
Ma = 6.0 boundary layer (Case 3 and 4). Here,
we consider perturbations with frequency F = F2
and F = F3. With the increase of Re, they be-
have as the first- and second mode successively. The
second mode exerts relatively more influence on Case

3 (F = F2). The streaks included here are of
Klebanoff-type. The maximum amplitudes are A(u) =
0.75%(K1), 1.2%(K2), 1.6%(K3) and 2.1%(K4) in Case
3. In Case 4, they are 0.71%, 1.1%, 1.5% and 1.9%. The
stabilization is revealed in Figure (3)(c,d) indicating that
the combined first/second mode can be effectively stabi-
lized with finite amplitude streaks as well.

3.2 Interaction with G-type Streaks
On concave walls, the first/second modes become more
unstable as well (see also [31]). The streamwise curvature
(K = −10−6) included here stands for the most com-
monly investigated case and represents typical Görtler
instability (see Sec. 2). Figure (4) shows the interactions
between Görtler instability and the first/second mode.
The dash-dotted lines (without curvature) and dashed
lines (with curvature) in Figure (4)(a,b) indicate the flow
without streaks. Both the first- and second modes are en-
hanced by concave curvature. Görtler vortices with dif-
ferent amplitudes are considered(G1, G2, ..., G7). The
initial amplitudes are prescribed as A(u;G1) = 2×10−11,
A(u;G2) = 2 × 10−10,..., A(u;G7) = 2 × 10−5. In the
current Görtler flow, the threshold amplitude[32] for the
sinuous secondary instability is close to A(u) = 9% and
is shown with a dashed line in Figure (4)(c). The streak
amplitude increases rather fast and exceeds this critical
value regardless of the initial amplitude. Figure (4)(a,b)
shows the evolution of the second/first mode in the pres-
ence of Görtler-type streaks. The perturbations though,
can be stabilized by a certain extent, they finally become
more unstable due to the secondary instability of the
streaks. This is shown with a sudden uplift of the ampli-
tude. The circle and square symbols indicate the uplift
point of |T ′|max. It is the secondary instability of streaks
that causes the failure of stabilization. Calculations are
stopped before the amplitude becomes extremely large
and computations blow up.

4 Conclusions
From the above analysis, it can be concluded that
the mechanism behind the stabilization in hypersonic
boundary-layer flows is similar to that in incompressible
flows — a favorable modification to the mean flow. Al-
though the two modes are different in nature, this study
shows that both the first- and second modes can be effec-
tively stabilized with finite amplitude streaks. Klebanoff-
type streaks are more interesting as they have a mild
spatial growth and their amplitude is more controllable.
With regard to the Görtler-type streaks, where curva-
ture is large enough, the secondary instability becomes
more inevitable due to exponential growth. The concave
curvature, per se, destabilizes the perturbations. On the
other hand, curvature can be regarded as an effective
controller on streak amplitude offering further potential
improvement and optimization of the control methodol-
ogy.
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Figure 3: Evolution of the 2-D perturbations in a streaky (Klebanoff-type) flow with Ma = 4.5 and Ma = 6.0. The
initial amplitude of the 2-D perturbation is |u′|max = 10−10. The amplitude of the temperature and streamwise
velocity perturbations |T ′|max and |u′|max are shown here. K1,K2,K3 and K4 indicate the streaks of different
amplitudes. Development of the 2-D perturbations without streaks are shown with dashed lines. (a)The second
mode (Case 1, F = F1). (b) The first mode (Case 2, F = F3). (c) The first/second mode (Case 3, F = F2). (d)
The first/second mode (Case 4, F = F2)
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Figure 4: Evolution of the 2-D perturbations in a streaky (Görtler-type) flow with Ma = 4.5. The initial amplitude
of the 2-D perturbation is |u′|max = 10−10. The amplitude of the temperature and streamwise velocity perturbation
|T ′|max and |u′|max are shown here. G1,G2,..., G7 indicate the streaks of different initial amplitudes. Development
of the 2-D perturbations without streaks are shown with dashed lines. Dash-dotted lines correspond to the result
without curvature (same as the dashed lines in Figure (3)(a,b)). The circle and square symbols indicate the onset
of secondary instability. (a)The second mode (Case 1, F = F1). (b) The first mode (Case 2, F = F3). (c) Spatial
development of the streaks
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Abstract
Bypass transition in boundary layers is sensitive to the
flow configuration, and small changes in the mean-flow
profile near the wall can have a dramatic impact on tran-
sition location. This change can be effected by introduc-
ing a thin wall film of different viscosity, which alters the
mean-velocity profile and the boundary-layer response
to free-stream vortical forcing. A judicious choice of the
film properties can therefore stabilize the pre-transitional
region and delay the onset of turbulence far downstream
of its location in the single-fluid case. Linear theory pro-
vides a framework for making this choice and avoiding
conditions that can be detrimental to stability. The the-
ory explains how the film can weaken the lift-up mech-
anism that causes the amplification of streaks. Direct
numerical simulations confirm this trend which is ulti-
mately responsible for delaying the onset of secondary
instability and reducing the frequency of formation of
turbulence spots. As a result, the entire transition pro-
cess is delayed relative to the single-fluid boundary layer.

1 Introduction
The sensitivity of boundary layers to environmental
disturbances leads to a wealth of possible routes to
boundary-layer turbulence [1]. The same sensitivity can,
however, be exploited to our advantage in order to con-
trol the onset of turbulence to either delay it or promote
it. The latter objective being less challenging at moder-
ate Reynolds number, we place our focus on the former,
namely delaying bypass transition to turbulence by ma-
nipulating the fluid properties near the wall. Our strat-
egy builds on our understanding of the various stages of
bypass transition in single-fluid boundary layers, and the
choice of the thin wall-film aims to disrupt these stages.
Here we will focus on the case where the film has the
same density but different viscosity as the outer flow.
This configuration is examined as a strategy to delay
transition, but it is also relevant to many other practical
problems, for example in heated liquid flows where the
high-Prandtl number of the fluid leads to a thin thermal
boundary layer that can mimic the effect of the film.
Bypass transition takes place when the boundary layer

is exposed to moderate levels of free-stream disturbances,
with intensity Tu∞ ≈ O(1 − 3%) (for a recent review,
see Zaki (2013) [2]). The transition process proceeds in
three main stages. In the first, the low-frequency free-
stream perturbations permeate the mean shear. The
higher frequency disturbances appear irrelevant at this
stage; they are simply advected in the free stream and
decay relatively quickly due to viscosity. The boundary-

layer response to the low-frequency component is ener-
getic, elongated structures known as Klebanoff streaks.
The final stage of transition is a secondary instability
of the streaky base state, which ultimately leads to the
appearance of localized turbulence spots. The onset of
spots corresponds to the initial departure of the intermit-
tency from zero, and it continues to increase as the spots
spread. The spots ultimately merge together and with
the edge of the downstream turbulent boundary layer. A
balance between streamwise advection and spot merging
maintains a laminar-turbulent boundary beyond which
the flow is always turbulent, and therefore the intermit-
tency is unity.

1.1 Single-fluid Boundary Layers
The first stage of transition concerns the signature of
the free-stream disturbances inside the laminar bound-
ary layer. Based on experiments and simulations, only
the low frequencies maintain their amplitude within the
mean shear, while higher frequencies have a very weak
signature. An intuitive understanding can be formed by
examining the ratio of two timescales, kxdyUδ/νk2

y [3].
Here dyU is shear rate; ν is the kinematic viscosity;
kx and ky are the streamwise and wall-normal distur-
bance wavenumbers. This quantity can be interpreted
as the number of waves of length 1/kx that traverse
an observer inside the boundary layer within a diffusion
timescale 1/νk2

y. For elongated free-stream disturbances,
kx → 0, this ratio tends to zero and the observer experi-
ences a persistent, or long-lived, effect of the free-stream
perturbation. In the reciprocal limit of short distur-
bances or strong shear, the observer can not “resolve”
the disturbance within the diffusion timescale. These
perturbations are said to be sheltered by the strong
shear [4, 5, 6, 3].

The above line of reasoning explains the role of kx,
and the prominence of elongated disturbances within the
pre-transitional boundary layers. But the wall-normal
wavenumber also appears in the same expression which
predicts that high-ky perturbations are most effective
at penetrating the shear by virtue of their very short
diffusion time. Experiments and simulations, however,
show that the perturbations within the pre-transitional
boundary layer are not fine-scale, but rather have a
wall-normal size commensurate with the boundary-layer
thickness [7, 8, 9]. This scale is “selected”, or preferred
due to a compromise between penetration and decay.
Larger wall-normal scales are expelled from the bound-
ary layer as predicted by the quantity kxdyUδ/νk

2
y.

Finer scales penetrate the shear, but are more prone to
viscous decay.
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The low-frequency disturbances trigger a strong re-
sponse within the boundary layer. The physical mech-
anism is wall-normal displacement of mean streamwise
momentum [10]: A weak, positive v-perturbation can
displace the near-wall low-momentum fluid upward and
cause a strong low-speed streak. Conversely, a small,
negative v-perturbation displaces the high-speed fluid to-
wards the wall and leads to the amplification of a high-
amplitude, high-speed streak. This lift-up mechanism
is most effective for low-frequency disturbances for two
reasons: their forcing v-perturbation has a slow viscous
decay and the response is not tempered by a restoring
pressure [11]. It is therefore not surprising that the pre-
transitional boundary layer is dominated by elongated
streaks [7, 9, 8, 12, 13]. High-frequency background dis-
turbances are sheltered by the shear, and have an appre-
ciable pressure disturbance and high viscous decay rate.

When the streaks reach high amplitude, with root-
mean-square perturbation levels ∼ O(10%) of the mean-
flow speed, secondary instabilities are observed in the
boundary layer. As a result, streaks have been assumed
to be complicit although their exact contribution to sec-
ondary instability was not clear in the early studies. Em-
pirical evidence suggested that the low-speed streaks be-
come unstable when they are lifted to the edge of the
boundary layer and are exposed to the high-frequency
content of the free-stream turbulence [8, 14, 15]. It was
even possible to demonstrate that one low- and one high-
frequency perturbations are sufficient to replicate the en-
tire bypass transition scenario [16, 17]; The former leads
to the amplification of streaks and the second provides
the seed for secondary instability and breakdown. That
neither alone can cause transition demonstrates defini-
tively that the streaks are a pre-requisite for breakdown.

Linear analysis provided a theoretical basis for the ear-
lier empirical observations [18, 19]. The streaky base flow
is susceptible to secondary instabilities that are absent
for a simple Blasius profile, and which can be classified
into outer and inner instabilities depending on the height
of their critical layers [19]. The outer modes are the
most dominant in zero-pressure-gradient boundary lay-
ers, while the inner modes become more frequent with
increasingly adverse pressure gradient. The theory also
demonstrates a dependence of the growth rate of the sec-
ondary instability on the streak amplitude, shape and
configuration (e.g. low- and high-speed streaks overlap-
ping). The most recent success of the theory has been
its ability to accurately identify the most unstable streak
among the entire population in realistic flow fields [20].

Once the secondary instability takes hold, it leads to
the inception of turbulence spots that spread as they are
advected downstream. This nonlinear stage of transi-
tion has not been as amenable to analysis, and therefore
progress in understanding this stage of bypass transition
has relied on experiments and numerical simulations.

1.2 The Wall Film
The introduction of a thin wall-film with different prop-
erties has the capacity to significantly alter the stability
of the boundary layer [21, 22, 23, 24]. The Tollmien-
Schlichting wave of the outer flow is still present, but
its growth rate is modified. In addition, new instability
modes are introduced when the film has a different vis-
cosity. A ‘soft’ mode due to the viscosity mismatch was
first reported by Yih [21], and can be stabilized if the wall
film is thinner and less viscous than the outer fluid [22].
Another instability is possible at high-Reynolds-numbers
when the wall film is less viscous [23]. The choice of the

Figure 1: Comparison of bypass transition in (a) single-
and (b) two-fluid boundary layers. The two-fluid inter-
face in (b) is marked by the yellow surface. Red and
blue isosurfaces are positive and negative boundary-layer
streaks. White isosurfaces are vortical structures, iden-
tified using the Q-criterion

film properties can target either promoting these insta-
bilities and as a result transition to turbulence, or stabi-
lizing these modes. The latter option does not guarantee
that bypass transition to turbulence will be delayed since
it is not dependent on the growth rate of exponential
modes but rather the response to free-stream perturba-
tions.

In order to effectively leverage the sensitivity of the
boundary layer to the wall film, it is important to evalu-
ate the impact of the viscosity stratification on the am-
plification of streaks. Linear theory offers an avenue
to explore this effect. However, transition being ulti-
mately a nonlinear process where finite-amplitude dis-
turbances play an important role, the theory must be
complemented with either experiments or nonlinear sim-
ulations.

In this work, the influence of a thin wall-film of dif-
ferent viscosity on bypass transition in examined. Fig-
ure (1) shows snapshots from direct numerical simula-
tions (DNS), and compares the single- and two-fluid con-
figurations with a lower viscosity film. Transition to tur-
bulence is clearly delayed in the two-fluid case. An im-
portant observation can be made towards explaining the
shift in transition location, and will guide the analysis:
In the presence of the film, the low-frequency streaks in-
side the boundary layer are much less abundant at the se-
lected isosurface level. Assuming the nature of the streak
instability is not changed, their weaker amplitude is suf-
ficient to delay transition. We therefore focus on the
streaks and whether the presence of the film reduces the
effectiveness of the lift-up mechanism.

We will start with results from linear analysis (§2). We
then report the results from the direct numerical simula-
tions (§3), and interpret them in light of the linear anal-
ysis. Concluding remarks are made in the final section
(§4).
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Figure 2: Two fluid base flow. (Left) Streamwise velocity
(Eq. (1)) for µBT ≡ µB/µT = 1 ( ), µBT = 10 (

), µBT = 0.2 ( . ). (Right) Boundary layer
thickness relative to the single-fluid value, δ0

2 Linear theory
In this section linear theory is invoked to examine the
early stages of bypass transition in two-fluid boundary
layers, namely the effect of the film on the formation
and amplification of streamwise streaks.

In linear theory, the total flow is written as u(x, t) =
U(y)ex+u′(x, t), where U(y) is a parallel base state and
u′ is a small perturbation. The base state is given by the
large-x similarity solution for two-fluid boundary layers
presented by Nelson et. al. [25],

ν∗α
d3F

dξ3 + F

2
d2F

dξ2 = 0, (1)

where α = {T,B} in the top fluid and wall film re-
spectively, and ν∗T = 1, ν∗B = νB/νT . The streamwise
velocity profile is U = U∞dξF , and the similarity vari-
able is based on outer-fluid properties, ξ = y

√
U∞x/νT .

The similarity solution must approach the free-stream
value as ξ → ∞ and satisfy no penetration/slip at the
wall, dξF (∞) = 1, F (0) = 0, dξF (0) = 0. In addi-
tion, the velocities and stresses are continuous at the
interface, [[F ]] = 0, [[dξF ]] = 0, [[µ∗αd2

ξF ]] = 0, where
[[•]] = (•)+ − (•)− is the jump in a quantity across the
interface y = δf . Throughout this work the densities of
the two fluids are assumed equal. Variables are normal-
ized by reference quantities in the top fluid, and length-
scales are normalized by the boundary layer thickness in
the single-fluid case, δ0, which yields a definition of the
Reynolds number Reδ0 ≡ ρU∞δ0/µT .
Example base flows are reported in Figure (2) for a

range of viscosity ratios. Reducing the film viscosity
weakens the shear in the outer fluid, and enhances it
in the film. This effect is accompanied by a reduction in
the boundary layer thickness relative to the single-fluid
value.

The continuity and momentum equations for the linear
perturbations evolving over the parallel base flow are

∂u′

∂x
+ ∂v′

∂y
+ ∂w′

∂z
= 0, (2a)

ρ

(
∂u′

∂t
+ U

∂u′

∂x
+ v′

dU

dy

)
= −∂p

′

∂x
+ µα∇2u′, (2b)

ρ

(
∂v′

∂t
+ U

∂v′

∂x

)
= −∂p

′

∂y
+ µα∇2v′, (2c)

ρ

(
∂w′

∂t
+ U

∂w′

∂x

)
= −∂p

′

∂z
+ µα∇2w′. (2d)

Perturbations to the interface location satisfy the kine-
matic condition,(

∂f ′

∂t
+ U

∂f ′

∂x

)
δ(y − δf ) = v′δ(y − δf ). (3)

Furthermore, the total velocity and stress must remain
continuous across the interface,

[[u′]] = −[[dyU ]]f ′, [[v′]] = 0, [[w′]] = 0; (4a)

[[µ (∂yu′ + ∂xv
′)]] = −[[µd2

yU ]]f ′, [[µ (∂zv′ + ∂yw
′)]] = 0,

[[−p′ + 2µ∂yv′]] = σk2f ′, (4b)

where σ is the surface tension. The base flow is ho-
mogeneous in the streamwise and spanwise directions,
and a normal-modes assumption is adopted, for example
v′(x, t) = v̂(y, t)exp[i(kxx+ kzz)].

Optimal growth analyses are used to examine streak
amplification. An additional growth mechanism that
emerges due to the presence of the two-fluid interface
is also reported.

In order to compute the influence of the wall-film on
transient amplification mechanisms, the linear equations
(Eq. (2)) are considered as an initial value problem, and
an initial disturbance is sought which maximizes the ki-
netic energy at a target time, t = T . Previous anal-
yses of optimal growth in two-fluid configurations have
included an unphysical contribution from the interface
displacement, f̂ , in the measure for disturbance “en-
ergy” [26, 27], which is necessary to form a well-posed
optimization problem. However, our interest in streak
amplification means that the kinetic energy is the appro-
priate disturbance measure. In order to optimize for this
quantity we adopt the formalism of seminorms [28, 29]
and constrain the interface to be flat at t = 0.
The seminorm constraints appear in the Lagrangian

defining the optimization problem,

L[φ,φ†, φo, φ†o, {λj}] = J [φ(T )]︸ ︷︷ ︸
(i)

−〈φ†, Aφ〉︸ ︷︷ ︸
(ii)

− (φ†o, φ(t = 0)− φo)︸ ︷︷ ︸
(iii)

−λu(‖φo‖2
u − 1)︸ ︷︷ ︸

(iv)

−λf‖φo‖2
f︸ ︷︷ ︸

(v)

,

(5)

where φ = [û, v̂, ŵ, p̂, f̂ ] is the state vector and φ† is its
adjoint, which plays the role of a Lagrange multiplier.
The local and global inner products appearing in Eq. (5)
are,

(ς, ϑ) =
∫ ∞

0
ςϑ dy and 〈ς, ϑ〉 =

∫ T

0

∫ ∞
0

ςϑ dydt,

(6)
where the overbar indicates Hermitian transpose. The
objective functional labelled (i) in Eq. (5) is the distur-
bance kinetic energy and can be written in the form of a
local inner product,

J [φ] = ‖φ‖2
u = (φ,Eφ), (7)

where E = diag(ρ, ρ, ρ, 0, 0). The remaining terms
in Eq. (5) define the system of constraints. Constraint
(ii) ensures that the disturbance evolution satisfies the
governing equations, Aφ = 0, while constraint (iii) sets
the initial disturbance to be the optimal. The final two
terms, (iv) and (v), are the seminorm constraints. They
fix the initial kinetic energy to be unity and the initial
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Figure 3: Optimal disturbance field, (v′o, w′o) (vectors),
and response at the time of maximum amplification,
u′(T ) (colours) at Reδ0 = 800. (Top) Single fluid bound-
ary layer. (Bottom) Two-fluid boundary layer with
µBT = 0.4, δf = 0.1δ0; the interface deformation is
identified in yellow, and has been normalized such that
|f ′(T )|max = 0.05

Figure 4: Growth envelopes for a two-fluid boundary
layer with Reδ0 = 800, δf = 0.1δ0. The disturbance
wavenumber is (kx, kz) = (0.001, 2). ( ) µBT = 0.6,
( ) µBT = 0.4, ( . ) µBT = 0.3, (. . . .) µBT =
0.25. The grey line is the single fluid result at the same
Reynolds number

interface deformation to be zero. Note that ‖φo‖2
f ≡

(φo,Fφo) = |f̂o|2, where F = diag(0, 0, 0, 0, δ(y − δf )).
Optimal disturbances are found by setting the varia-

tion of Eq. (5) to zero, δL = 0. This procedure results
in a system of equations satisified by the optimal distur-
bance, which are solved using an iterative adjoint-looping
procedure similar to that described by Luchini [28] and
Schmid [30].
The optimal initial disturbance and response at

the time of maximum amplification for a particular
wavenumber pair, (kx, kz) = (0.001, 2), and subcritical
Reynolds number, Reδ0 = 800, are reported in Figure (3)
for both a single-fluid boundary layer and a two-fluid case
with µBT ≡ µB/µT = 0.4. In both flows the optimal
takes the form of a row of counter-rotating streamwise
vortices, while the response consists of streaks in the
streamwise velocity. The streak amplitude in the two-
fluid configuration is damped relative to the single-fluid
value. In addition, the interface in the two-fluid flow is
significantly deformed at the time of maximum amplifi-
cation, and this deformation has an associated jump in
the streamwise velocity perturbation.
Optimal growth envelopes are provided in Figure (4)

for a range of viscosity ratios. Interestingly, there are
two clear peaks in the two-fluid curves. The peak at
early times, t ∼ O(100), corresponds to the growth of
the streamwise streaks. There is a monotonic decrease

in the streak amplification with decreasing film viscos-
ity, consistent with the perturbation field shown in Fig-
ure (3). This trend is due to the film absorbing more of
the shear as its viscosity decreases, as remarked in con-
nection with Figure (2). The mean shear reduction in
the outer fluid decreases the efficacy of the lift-up term,
v′dyU , in the momentum equation (Eq. (2b)). The in-
creasing shear in the film cannot compensate for this ef-
fect due to the vanishing normal velocity at the wall [31].

The perturbation field reported in Figure (3) shows
that the interface becomes significantly deformed in the
process of streak formation through lift-up. The inter-
face deformation, which can be associated with a stable,
almost-neutral eigenmode of Eq. (2), is the source of the
long-time amplification reported in the growth envelopes
in Figure (4). While the streaks ultimately decay due to
viscosity, the slowly decaying interface deformation has
an associated jump in streamwise velocity, which may be
written as (cf. Eq. (4a)) [[û]] = [(1−µBT )/µBT ]dyUT (y =
δf )f̂ , and indicates that the long-time energy growth
scales with 1/µ2

BT as µBT → 0. Accordingly, the growth
envelopes in Figure (4) indicate that this mechanism be-
comes dominant below a critical film viscosity, and can
lead to significant kinetic energy growth at long times.

In summary, linear theory predicts that a lower vis-
cosity wall-film can effectively reduce the amplitude of
boundary layer streaks. However, if the viscosity is re-
duced below a critical value, a new mode of disturbance
amplification becomes dominant and can be destabiliz-
ing. The critical value of µBT depends on the ratio of
the film to the boundary-layer thickness. In spatially
developing flows, this value varies downstream since the
spreading rate of the film and of the outer boundary
layer differ. Nonetheless, the results from extensive lin-
ear analyses similar to those presented herein [31] have
informed our choice of flow parameters in the direct nu-
merical simulations (§3).

3 Direct Numerical Simulations
The entire transition process through the nonlinear am-
plification of streaks, their secondary instability and
the onset of turbulence is simulated by solving the full
Navier-Stokes equations for two incompressible and im-
miscible fluids,

∂uj
∂xj

= 0, (8)

∂ui
∂t

+ ∂uiuj
∂xj

= − ∂p

∂xi
+ 1

Reδ0

∂

∂xj

[
µ

(
∂ui
∂xj

+ ∂uj
∂xi

)]
. (9)

In keeping with the normalization in §2, the reference
scales are the free-stream velocity, U∞, and the inlet
boundary-layer thickness from the single-fluid simula-
tion, δ0. The viscosity, µ, is normalized by the free-
stream reference value and the quantity µBT denotes
the ratio of the film, or bottom, to top-fluid viscosi-
ties. The Reynolds number for the simulations is Reδ0(≡
ρU∞δ0/µT ) = 800.

The computational domain is rectangular with dimen-
sions (Lx, Ly, Lz) = (1200, 40, 30) in the streamwise,
wall-normal and spanwise directions. The streamwise ex-
tent spans 2.6×104 < Rex(≡ ρU∞x/µT ) < 9.9×105. In
order to fully resolve the flow, the number of grid points
required were (nx, ny, nz) = (4097, 193, 193). While a
uniform grid was adopted in the streamwise and span-
wise directions, a hyperbolic stretching function was used
to cluster the grid points near the wall in the vertical di-
rection.

20 ERCOFTAC Bulletin 106



Figure 5: Skin-friction coefficient versus distance from
the inlet of the computational domain. The three curves
correspond to ( ) the single-fluid configuration, (
) µBT = 0.5 and ( . ) µBT = 0.2

Periodicity is enforced in the spanwise direction. The
inflow condition comprises a mean-velocity profile, which
is similar to the base state used in the linear analysis, and
free-stream turbulence. The turbulence is synthesized
as a superposition of vortical disturbance with a speci-
fied von Kármánn spectrum. The free-stream turbulence
lengthscale was on the order of the boundary-layer thick-
ness, and the intensity at the inlet is Tu = 2.5%. At the
downstream boundary, a convective boundary condition
is used to advect disturbances out of the domain. The
bottom wall is a no-slip surface, and a suction velocity
is applied at the top boundary in order to ensure zero-
pressure-gradient.
The numerical approach adopts a standard fractional

step algorithm for the Navier-Stokes equations. A level-
set equation is solved to capture the two-fluid inter-
face (see [32] for details). The level set algorithm is
based on the work by Desjardins et al. [33], and was vali-
dated against the nonlinear stability results by Cheung &
Zaki [34, 35]. We compute the evolution of a hyperbolic-
tangent function, ψ ≡ 0.5 (tanh (φ/2ε) + 1), where ε is a
small parameter that controls the thickness of the inter-
face and φ is the unit-distance function,

∂ψ

∂t
+ ∂ujψ

∂xj
= 0. (10)

This algorithm has superior mass conservation proper-
ties to the traditional level-set method [36]. The local
viscosity can then be reconstructed,

µ = µBT + (1− µBT )ψ. (11)

Three different viscosity ratios were compared, µBT =
{1.0, 0.5, 0.2}, the first being a single-fluid reference case,
and the two subsequent conditions representing a lower-
ing of the film viscosity. The film thickness at the inflow
was assumed to be δf = 0.1δ0, or 10% of the inlet single-
fluid boundary-layer thickness.
The skin-friction coefficients from the three simula-

tions are compared in Figure (5). The figure also includes
the laminar and turbulent levels based on the parame-
ters of the single-fluid configuration. The skin friction
shows that transition is progressively delayed as the vis-
cosity of the film is reduced. For the lowest viscosity
ratio, µBT = 0.2, transition starts at twice the distance
from the inlet of the domain as the single-fluid flow.
The skin-friction results in Figure (5) should be inter-

preted as the mean signature at the wall of the transi-
tion process shown in Figure (1). The pre-transitional
Cf level corresponds to the region in Figure (1) where

Figure 6: Wall-normal profiles of the root-mean-square
perturbation, u′rms, at various downstream locations

the boundary layer is laminar and the only visible dis-
turbances are the streaks. The rise of the skin friction
curve corresponds to the mean spot-inception location.
Farther downstream, the sustained high level of Cf cor-
responds to the fully turbulent region in Figure (1).

The analysis in §2 predicted that the propensity of
boundary-layer to amplify streaks is reduced in the pres-
ence of the lower-viscosity film, which can explain the
cause for transition delay. A preliminary assessment of
this hypothesis is given in Figure (6), where profiles of
u′rms are plotted at various downstream locations. The
results show that the less-viscous wall-film weakens the
perturbation field in the outer part of the boundary layer.
Near the two-fluid interface, however, the value of u′rms
is enhanced in the stratified flow. This near-wall peak
in the u′rms profile is due to the jump condition across
the interface, which in the linear problem is given by
[[u′]] = −[[dyU ]]f ′ (see Eq. (4a)).

The outer and inner maxima in the u′rms profiles were
extracted and are plotted versus the streamwise coordi-
nate in Figure (7)a and Figure (7)b, respectively. The
single-fluid curve is repeated in both panels since it only
has one peak. For the two-fluid configuration, the outer
peak is appreciably decreased as the viscosity ratio is re-
duced, while the inner peak becomes more pronounced.
For the lowest ratio, µBT = 0.2, the two curves coalesce,
or become indistinguishable, at the onset of transition.

In linear theory, the amplification of streaks is at-
tributed to the lift-up mechanism whereby vertical ve-
locity perturbations displace the mean momentum. In
the nonlinear computation, the production term in the
u′2 equation is u′v′ (∂U/∂y). The Reynolds shear stress
is examined in Figure (8), where it is divided into four
contributions based on the signs of u′ and v′. Only the
single-fluid and µBT = 0.2 cases are reported, and the
sampling location is x−x0 = 400 which is near the onset
of transition in the single-fluid flow. Quadrants 1 and
3 show some activity in the single-fluid flow due to the
proximity of the sampling plane to transition onset, and
are nearly void of any stresses in the two-fluid case. We
therefore focus on quadrants 2 and 4, which correspond
to ejection and sweep events (or upward and downward
displacement of mean momentum), respectively. The
conditionally sampled shear stress is weakened in both
quadrants in the presence of the wall film, which is an-
other indication that the streaks in the two-fluid config-
uration are more feeble.

The above results all provide indirect statistical evi-
dence of the streaks being weaker in the two-fluid con-
figuration. In order to provide a direct measure, we have
formed a database of three-dimensional flow fields ex-
tracted from the simulations, and performed a detailed
analysis of the streaks [37]. Figure (9) shows top views
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Figure 7: The wall-normal maximum of u′rms plotted
versus downstream distance. (a) The outer and (b) in-
terface maxima. The single-fluid configuration has only
one peak, which is shown in both panels

of the perturbation fields within the boundary layer from
the simulations with µBT = {1, 0.2}. The first step in
the analysis is laminar-turbulent discrimination, and the
result is marked by the black line in the figure. Once the
non-turbulent region of the flow is isolated, the streaks
were identified by computing the local extrema in suc-
cessive cross-flow planes and establishing their connec-
tivity. We can then define the amplitude of the streaks,
Asu (xs, t) ≡ u′ (x = xs, t). By cross-correlating the am-
plitude in successive time-steps, we can track the streaks
through space-time as Lagrangian entities. In addition,
since secondary instability is most sensitive to the streak
amplitude, we record at each x-position the maximum
Asu that every streak achieves during its evolution,

Asu(x) =
{

maxt,y,z (Asu (xs, t)) , for Asu > 0
mint,y,z (Asu (xs, t)) , for Asu < 0. (12)

The probability density function (PDF) of Asu is plot-
ted in Figure (10) versus downstream distance. The
streamwise extent spans the entire pre-transitional re-
gion from the single-fluid flow. By that location, the

Figure 8: Quadrant contributions to the Reynolds shear
stress at x− x0 = 400

Figure 9: Top views of the (a) single-fluid and (b) µBT =
0.2 flows. The black line marks the laminar-turbulent
interface. Red and blue lines are the cores of the high-
and low-speed streaks

Figure 10: The probability density function of maximum
streak amplitude, Asu, versus downstream distance for (a)
the single-fluid and (b) µBT = 0.2 flows

distribution shows values of Asu ≈ 0.4, which is a sub-
stantial streak perturbation. At such high amplitudes,
the streaks are likely sites for inception of turbulence
spots. The spread of the PDF of the two-fluid flow is
much slower with downstream distance, and the ampli-
tude remains within the range |Asu| < 0.3. These streaks
are therefore much weaker and less likely to breakdown
to turbulence than their counterparts in the single-fluid
configuration.

The simulation results demonstrate the effectiveness
of a thin, lower viscosity film to delay bypass transition
in boundary layers. This strategy is most effective when
the streaks are near the threshold for instability, and
the wall film reduces their amplitudes to benign levels.
The present flow configuration with free-stream turbu-
lence intensity Tu = 2.5% falls into this regime. At
higher free-stream turbulence intensities the streaks will
be more energetic and, as a result, the wall film becomes
less effective at delaying transition.

4 Conclusion
The influence of a different-viscosity wall-film on by-
pass transition was examined using both linear theory
and direct numerical simulations. The film viscosity was
selected such that the two-fluid interface does not in-
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troduce any new exponential instabilities, and that the
boundary layer is stabilized in comparison to the single-
fluid configuration.
The linear analysis was used to evaluate the maximum

possible amplification of an initial disturbance with unit
energy. A seminorm constraint was adopted in order to
ensure that the initial disturbance is without any inter-
face deformation, otherwise energy can be hidden in the
initial displacement of the interface and later released in
the flow. The results of the linear analysis demonstrated
that the lower-viscosity film has a dual effect. On the
one hand, it reduces the maximum achievable amplifica-
tion of streaky disturbances, and on the other hand it
introduces a new mechanism for disturbance growth due
to the interface mode.
Direct numerical simulations of the full nonlinear tran-

sition process showed that the lower viscosity wall-
film can indeed delay bypass breakdown. In the pre-
transitional region, the profile of the streamwise velocity
perturbation has two peaks, one in the outer flow and a
second peak at the two-fluid interface. While the outer
peak weakens with decreasing film viscosity, the peak at
the interface intensifies. The focus was placed on the
outer peak which is related to the streaks, since their
weaker amplification can explain the delay in transition
onset. A more detailed view of the streak amplitudes was
sought using structure identification and tracking tech-
niques. The results showed that the probability density
function of streak amplitudes becomes narrower in the
two-fluid flow. The appreciable reduction in the proba-
bility of high-amplitude streaks is the principal factor in
delaying the onset of secondary instability and delaying
breakdown to turbulence.
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Abstract
Boundary layer laminar-turbulent transition was exper-
imentally investigated on smooth flat plates with three
different profiles of leading edges (L.E.): circle (diam-
eter 2 mm), ellipse (a × b = 30 mm × 20 mm) and
modified super ellipse after Schrader at al, 2010, (a/b =
6, a = 36 mm). Outer stream Reynolds number (at L
= 1 m) was in the range from 3.3 × 105 to 1.1 × 106;
turbulence intensity was either natural, RMS velocity
fluctuations about 0.3 per cent of external flow velocity,
Ue, or with increased RMS fluctuations up to 3.0 per
cent of Ue by means of a plane woven grid. Only start
and initial phase of transition process were possible to
study at natural turbulence level as the termination of
the process did not come on in the measurement space
(up to x = 1.6 m from the L.E.). It was ascertained that
transition starts first on the plate with elliptical L.E.,
later in boundary layer with the super ellipse shape of
the L.E. and finally, in the layer with cylindrical L.E.,
developed for boundary layer stability investigations by
Kosorygin et al 1982. The differences are quite distinct.
Investigations are still in progress.

1 Introduction
The effect of free stream turbulence (FST) on boundary
layer development, namely on laminar turbulent transi-
tion, is investigated systematically since the forties of the
twenthieth century. Plenty contributions dealing with
this problem are published every year e.g. surveys Saric
et al. [1] and Lee and Wu [2]. Regardless of this, it is
still an open problem of fluid mechanics. The reasons
for this state of the art are "many faces of transition"
Morkovin [3], i.e. the boundary layer receptivity for a
number of environmental unsteady disturbances.
Effects of individual categories of disturbances e.g.

turbulence are systematically investigated but at simul-
taneous action of the remaining ones if these are not
sufficiently suppressed. The structure of the "minor" im-
pacts may differ from case to case. So it is very desirable
give the full description of the "minor disturbances" when
presenting results of experiments. The "minor distur-
bances" can cause differences between individually pub-
lished results on laminar turbulent transition. Unfortu-
nately, this description is often incomplete, sometimes
missing. On example, the by-pass transition studies of-
ten focussed only on the external flow turbulence inten-
sity regardless that the subsequent research also clearly
proved the effect of the turbulence length scale e.g. Jonáš
et al. [4], Roach and Brierley [5] and Brandt et al. [6].
Another example of a "minor impact" is the effect of

the L.E. shape. It is of particullar importance as the ex-

ternal disturbances first enter the boundary layer in the
leading edge region. Numerous published studies dealing
with this effect confirm this opinion; recently e.g. Han-
son and Bucley [7], Schlatter and Örlu [8], Schräder et
al. [9], Ustinov and Uspensky [10] and Walsch et al. [11].

The experimental research of laminar turbulent tran-
sition started at the Institute of Thermomechanics,
Academy of Sciences, Czech Republic (IT) in 1988,
Jonáš [12]. Having in mind some results published at
ITPM AS USSR, Novosibirsk on the sensitivity of the
boundary layer stability studies to the leading edge shape
(Kosorygin et al. [13] and [14]), the preliminary ex-
periments in the boundary layer were accomplished on
the smooth wall with the sucked hydraulically smooth
porous band embedded crosswise the flow direction in
the smooth side wall of the working section (0.1 × 0.1
m2, in length 2m) of the IT small wind-tunnel of vacuum
storage drive. Thus it was approved that the local state
of boundary layer can be shifted to the former state due
to the proper suction through a sufficiently large porous
part of wall. Then the development of laminar-turbulent
boundary layer transition can be investigated directly on
the wind tunnel working section wall without the influ-
ence of the leading edge effect.

Afterwards the IT investigations concerned on study
of the role of external flow turbulence length scale in by-
pass transition e.g. Jonáš [4 and 15]. The working sec-
tion (cross section 0.5 × 0.9 m2, length 2.69 m) of the
closed circuit wind tunnel of the IT has been rebuilt to
make possible comparative investigations of the flat plate
boundary transition with grid turbulence. The inves-
tigated boundary layers are developing on aerodynam-
ically smooth plate made from a laminated wood-chip
board 25 mm thick, 2.75 m long and 0.9 m wide. The
cylindrical shape of the L.E. (diameter 2 mm) has been
designed and examined by Kosorygin at al. [13]. This
leading edge has been precisely made from duralumin in
the IT-workshop. For more details on the experimen-
tal facility see e.g. [4 and 16]. The effect of turbulence
length scale on beginning and extent transitional region
has been clearly established on the investigated class of
boundary layers. In few words: the onset and the ter-
mination of by- pass transition move upstream with in-
creasing length scale of turbulent disturbances at a fixed
intensity of the external flow turbulent fluctuations in
the leading edge plane.

Preliminary validation of the previous conclusion on
the class of boundary layers on rough surfaces has been
done in the same experimental facility but with boundary
layers developing on plate covered by sand paper. Three
plates made from thin plywood (7 mm) with glued sand
paper (different roughnesses) equipped with the simple
wooden elliptical leading edge (a = 20 mm, b = 10 mm)
were made. This rough plates are individually pushed
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Figure 1: Flat plate in the wind tunnel

to the primary smooth plate so that they cover, with
their simple elliptical leading edge the thin cylindrical
leading edge of the smooth main plate.This leading edge
has been available on free market at low cost and it is
not difficult to paste smooth sand paper on it. This
configuration, described in detail e.g. Jonáš et al. [16
and 17] and Antoš et al. [18], is meeting requirements of
preliminary experiments but the results can be applied
only for qualitative comparision with the results received
on the smooth layer due to different shapes of leading
edges.

This fact moves the authors to equip the experimental
facility with smooth/rough flat plates each with the same
leading edge in shape and dimensions for the subsequent
investigations of by-pass transition in non-zero gradient
flows. The importance of the L.E. effect is discussed
in several papers above mentioned. At least the super-
ellipse shape of the leading edge has been choozen with
the regard to the limitations of home-made realisation.
The choozen shape has been examined experimentally
and by numerical simulations (Hansom and Buckley [7],
Schrader et al. [13]). The shape is defined by(y

b

)2
= 1−

(
a− x
a

)p

; p = 2 +
(x
a

)2
(1)

where x is the coordinate in streamwise direction, y is
perpendicular to the surface (a/b = 6, a = 36 mm).
These leading edges were carefully custom made from
hardwood.
The aim of this contribution is answer the question:

how the shape of the leading edge affects the location of
the by-pass turbulent transition start and the length of
transitional region at identical external flow turbulence
intensity, Tu and length scale, Le.
Compared are results of investigations on aerodynam-

ically smooth flat plates with the leading edge shapes:
cylindrical L.E. (d = 2 mm), elliptical L.E. (a × b =
20 mm × 10 mm) and the super-elliptical (1). External
flow turbulence was either natural (Tu = 0.003, Le ∼= 100
mm) or grid turbulence (Tu = 0.03, Le = 3.9 mm).

2 Experimental Facility
The experimental set up employed at the IT investiga-
tions of by-pass boundary layer transition is briefly de-
scribed in Introduction. Some details are obvious from
the Figure 1 which also helps to better notion of the facil-
ity. More detailed descriptions are given in [4, 16 and 19].
The orthogonal clockwise co-ordinate system (x, y, z) is
introduced with (x, y) plane in the vertical plane of the
working section (W.S.) symmetry, centre in the projec-
tion of the L.E. zero point into (x, z) plane, x-axis has
the same direction as the external mean flow.

The representative pressure qr[Pa] and the external
flow static pressure Pe[Pa] are measured by means of the
Pitot-static probe (dia = 6 mm) positioned 0.23 m up-
stream from the plate nose and sufficient far away from

side wall W.S. and investigated boundary layer. The
above mentioned pressures together with temperature
Te[K] serve for determination of physical features of air
and for the compensation of small and slow variations of
external flow.

Basic source of further analysis the L.E. effect are the
mean flow velocity profiles, U(x, y), measured in bound-
ary layers at prescribed boundary conditions.

The CTA measuring technique was employed during
first period of investigation executed in the framework
of COST/ERCOFTAC Test Case T3A+. As to reach
top measuring accuracy this procedure is time consum-
ing e.g. the calibration of each probe is repeated after 2
- 3 hours of its exposure in flow; successive shifts of the
probe are measured by means of cathetometer (±0.01
mm) etc. This procedure, together with extra devel-
oped evaluation procedures (e.g. correction of the wall
proximity effect on HW reading), improves the accuracy
of results. Uncertainties of the mean velocity U [m/s]
and the intensity of turbulent velocity fluctuations Tu

are 0.3 percent and 3 percent of the velocity Ue respec-
tively. Error estimates of the zero velocity level and of
the velocity derivative (dU/dy)w are ±0.02 mm and ±2
percent. This refined measuring and evaluation proce-
dures are described minutely in [4].

Another method of the velocity measurement utilizes
the couple of the flattened Pitot probe (outer dimensions
0.18 mm × 2.95 mm) and round nosed static pressure
probe (dia = 1.8 mm). The reasons to employ pres-
sure probe instead of the CTA method are following: the
spikes of roughness grains on rough surface can easy bro-
ken a hot wire probe operating near the rough wall and
economy in time necessary for experiment. Axes of both
probes are in the plane z = 0 and the distance between
them is 55 mm. Dynamic pressure q(x, y, 0)[Pa] is mea-
sured by means of the accurate pressure transducer (max
1 kPa, ± 0.02 % of reading above 20 Pa). The effect of
the wall proximity on the flattened Pitot probe readings
is corrected after the procedure proposed by Mac Millan,
see Tropea et al. [20]. Details to this brief description of
the method are given in Antoš et al. [17 and 21].

The third measuring method applied is based on the
use of a rake consisted from thirty Pitot tubes (dia =
0.3 mm) and simultaneous readings of pressure differ-
ences by means of an intelligent pressure scanner (max
2.5 kPa, ±0.15% F.S.). Corrections of measured data
are made after recommendations in [20]. This measuring
method speeded up the preliminary experiments signifi-
cantly.

Accuracy of the employed instrumentation, the spread
of repeated readings and calculated root mean square
errors of interpolations support following uncertainties
estimates: mean velocity U less than ±0.1 m/s, thick-
nesses of boundary layer δ, δ1, δ2 about ±2 %, the wall
friction τw = µ(dU/dy)w from 3 % up to 10 %, in de-
pendence on the thickness of the layer, δ defined by
U(y = δ) = 0.99Ue.

3 Outline of the Evaluation
Procedure

At first a series of U [y′i] ≡ Ui, i = 1, 2, ...n = 30 is calcu-
lated in each section x using canonical formulas inclusive
all required corrections. Here i y′i are recorded probe po-
sitions.

The correct space of the probe from the surface must
be approved i.e. it is necessary determine the velocity
zero level. Positions of probe during the profile mea-
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surement are measured by means of the cathetometer,
so spaces between the individual coordinates y′i − y′i+1,
i 6= j are determined with high accuracy, with the error
less than ± 0.02 mm. But the true spaces of the mea-
sured points little differ from the recorded ones. The
true value is y = y′ + y′0. The correction y′0 is derived
by linear extrapolation for both the HW-probe measure-
ment and the flattened Pitot tube ones. Usually at the
same time the velocity derivative at the wall is deter-
mined (dU/dy)w and thus the local wall friction can be
calculated using generally known formulas e.g. [22].
The correction y′0 is neglected when the Pitot rake is

employed at measurement in a smooth wall boundary
layer. Then the external flow velocity Ue is calculated as
the average of readings U(yi) = Ui outside the layer

Ue = 1
b− a

i=b≤n∑
i=a

Ui (2)

The range (a; b); b− a > 2δ is chosen so, as to reach the
relevant standard deviation less than about 0.005 Ue .

Within the next step the non-dimensional profiles
U/Ue vs. y are computed and the points 0.8 6 U/Ue 6 1
are interpolated by 4th order polynomial in y. Boundary
layer thickness δ is then determined as the intersection
of polynomial with the level 0.99.

The trapesoidal rule is used for approximating def-
inite integrals representing integral thicknesses δ1 and
δ2. Sometimes, the space from the wall of the first valid
reading U1(x, y1) is too large. Then a small correction
is necessary in the first step of integration i.e. numeri-
cal integration is exchanged by analytical integration of
the polynomial interpolation through few valid readings
nearest to the wall [23].

The direct evaluation of the derivative (dU/dy)w or of
the skin friction coefficient Cf from velocity profile mea-
sured by the Pitot tubes rake is almost impossible even
though the zero pressure gradient boundary layers are in-
vestigated. Satisfactory good estimates of the mentioned
characteristics are possible in the quasilaminar state of
the layer i.e. from comparison between the measured
profiles U/Ue against the Blasius solution F ′(η). The
relevant value of Blasius variable is calculated after the
formulae η = 0.664y/δ2. If the slope of the trend line
possesses value near one, at least (1 ± 0.01) the layer is
assumed as quasi laminar one and the coefficient Cf is
refined according to Blasius solution.

Likewise, ifH12 is near the value adequate to turbulent
boundary layer the Logarithmic overlap law and Law of
the wake in fully turbulent layer can be used for deter-
mination of the skin friction, e.g. Schlichting and Ger-
sten [21].

The skin friction estimates in transitional region of
boundary layer can be gained either from additional
Pitot tube measurement near the surface or using the
correlation between the shape parameter H12 = δ1/δ2
and the skin friction coefficient designed in Jonáš [22].

4 Results
4.1 Boundary Conditions
Boundary conditions are set up as to maintain the exter-
nal flow mean velocity Ue steady in the main part of the
plate, from L.E., x = 0 up x = 1.62 m. Farther down-
stream started diffuser and the velocity is decreasing to
0.96 Ue. Throughout the whole experimental program
Ue were set on values 5 m/s, 10 m/s and 14 m/s in

Figure 2: Skin friction coefficient Cf = f(Re2), Tu =
0.003

the limits ±7 percent. These limits reduce to about one
third for individual boundary layer.

The effect of the free stream Reynolds number on di-
mensionless boundary layer characteristics was not ob-
served within the current experimental set up and ve-
locity range from 5 m/s to 14 m/s. The distribution of
the pressure gradient parameter was calculated after the
formulae

F = δ2

Ue

dUe

dx
∼ 3.6× 104; 0 < x ≤ 1.62m (3)

The free stream sound - the wavy disturbances - were not
measured yet though the receptivity to them might ex-
ceed the boundary layer receptivity to turbulent distur-
bances [1] and thus it affects observed laminar-turbulent
transition.

The free stream turbulence level Tu, ratio of the ve-
locity fluctuations RMS value to the mean velocity, was
either natural (intensity Tue

∼= 0.003) or raised down-
stream turbulence generator (GT8; intensity Tue

= 0.03
in the plane x = 0). The label generator GT8 denotes the
square mesh (M = 5.75mm) plane grid made from cylin-
drical rods (d = 1.65 mm) placed in plane xG = 0.194m
upstream from L.E. It produces homogeneous (in planes
x = const.) close to isotropy turbulence. This grid
turbulence decreases according to the decay law down-
stream from the L.E. The principal characteristics of
GT8 are described in [4].

4.2 External Flow with Natural
Turbulence

The wall friction is one of the most important boundary
layer characteristics being the base for determination of
the inner scales in a boundary layer and for the friction
losses predictions. The distributions of skin friction co-
efficient versus momentum thickness Reynolds number,
Cf vs. Re2 are plotted in Figure 2 together with the
Blasius solution for laminar boundary layer and the em-
pirical relation derived by Ludwieg H. and Tillman W.
(L&T, see [21], p. 590). Measurements were executed in
boundary layers on plates with tested leading edges in
external flow with natural turbulence level Tu = 0.003
and at mean velocities 5 m/s, 10 m/s and 14 m/s re-
spectively.

Apparently regions with pseudo-laminar flow structure
occur near each tested L.E. They follow the Blasius so-
lution till some distance downstream the L.E. depending
on the shape of L.E. and on the state of layer character-
ized by e.g. Re2.
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Figure 3: Transition onset -skin friction coefficient Cf =
f(Re2)

Figure 4: The skin friction coefficient Cf = f(x)

Detail of the Figure 2 shown in the Figure 3 demon-
strates more distinctly that the start of the departure of
the skin friction distribution from the Blasius function,
depends on the leading edge shape, regardless of the free
stream velocity. Apparently estimates of the momentum
thickness Reynolds number Re2 at this start are found
in natural turbulence flow as follows:

• downstream the elliptic L.E. at (Re2)0 ≈ 200;

• downstream the super-elliptic L.E. at (Re2)0 ≈ 350;

• downstream the thin cylindrical L.E. at
(Re2)0 ≈ 400.

It should be mentioned that Figure 2 and Figure 3
serve also as an illustration of the effect of the mean flow
velocity and the applied measuring method on results of
experiment. These figures together with the furthermore
presented figures confirm that the effect of outer stream
velocity Ue, differences on boundary layer dimensionless
characteristics can be validated as negligible in the frame
of the measuring accuracy like in [19]. As well the ob-
served differences between results received by means of
flattened Pitot tube or by the less accurate rake of Pitot
tubes appear acceptable.
The courses of skin friction coefficient with the dis-

tance x downstream from the leading edge (x = 0) are
shown in the Figure 4. Apparently the minimum of the
skin friction coefficient distribution indicates the onset of
transitional region. So, the plot of results in the Figure
4 demonstrates the dramatic effect of the L.E. shape on
laminar - turbulent transition origin in space.
Identical information follows from the distributions of

the shape factor H12 shown in the Figure 5.
The scatter of points evaluated from measurement by

the Pitot tubes rake demonstrates some imperfection of

Figure 5: The shape factor H12 = f(Re2)

Figure 6: Amplified turbulence level - the skin friction
coefficient Cf = f(Re2)

originally performed numerical integrations. This was
motive for the study [22].

4.3 External flow with Grid Turbulence
The effect of the L.E. shape on transition in boundary
layer under flow with amplified turbulence, Tu = 0.03, is
shown in the Figure 6. The outsets of transitional region
move upstream of about

∆Re2 ≈ (Re2)0/4 (4)

from the location, (Re2)0, determined in low turbulence
free stream.

Similar comparison cannot be done about termination
of transitional region as it was found only in case with
super-elliptic L.E. (Figure 2). However it is quite clear
that the width of transitional region is smallest at ellipse
L.E., longer at super-ellipse L.E. and longest in boundary
layer on plate with the circle L.E.

The plots of the shape factor distributions, determined
boundary layers under grid turbulence flow, are shown
in the Figure 7. They correspond with the foregoing
discussion. The effect of outer stream velocity Ue , dif-
ferences on boundary layer dimensionless characteristics
was validated as negligible in the frame of the measuring
accuracy like in the paper [19].

5 Conclusions
The executed investigations clearly document dramatic
differences in the development and behaviour of bound-
ary layer on flat plate under as much as possible same
boundary conditions except of the shape of their lead-
ing edges. Results of experiments with transitional

28 ERCOFTAC Bulletin 106



Figure 7: Amplified turbulence level - the shape factor
H12 = f(Re2)

Figure 8: The skin friction coefficient Cf = f(x)

boundary layers confirm this conclusion in the case of
external flow with natural turbulence, turbulence level
Tu = 0.003, and in the external flow downstream the grid
turbulence generator GT8, turbulence level Tu = 0.03 in
the leading edge plane, x =0. This conclusion is clearly
confirmed by skin friction distributions shown in the Fig-
ure 8. As it was already mentioned, the receptivity of
boundary layers on plates with different leading edges
rises stepwise from the circle shape L.E. to the super-
ellipse shape L.E. and to the ellipse shape of the lead-
ing edge. The development to self-preserving turbulent
boundary layer accelerates in the same sequence of lead-
ing edges shapes. So the results of by-pass investigations
received from experiments on plates with different lead-
ing edges can be mutually compared only qualitatively
now.

Validations of presented conclusions, related to bound-
ary layers developing on smooth surface, on rough wall
layers are in progress.

Acknowledgement
This work has been supported by the Grant Agency of
the Czech Republic GACR GAP101/12/127. This sup-
port is acknowledged.

References

[1] Saric W.S., Lee H.L. and Kerschen E.J., "Bound-
ary layer receptivity to free stream turbulence",
Annu.Rev. Fluid Mech. 34, 2002

[2] Lee C.B. and Wu J.Z., "Transition in Wall-Bounded
Flows", ASME Appl. Mech. Rev. Vol. 61/030802,
2008

[3] Morkovin M.V., "On the many faces of transi-
tion", In: Viscous Drag Reduction, (ed. C.S. Wells),
Plenum, New York, 1-31, 1969

[4] Jonas P., Mazur O. and Uruba V., "On the recep-
tivity of the by-pass transition to the length scale
of the outer stream turbulence", Eur.J.Mech. B 19,
707-722, 2000

[5] Roach P.E. and Brierley D.H., "Bypass transi-
tion modeling: a new method which accounts for
free-stream turbulence intensity and length scale",
ASME Paper 2000-GT-0278, 2000

[6] Brandt L., Schlatter P. and Henningson D.S., "Tran-
sition in boundary layers subject to free-stream tur-
bulence", J. Fluid Mech. 517, 167-198, 2004

[7] Hanson R.E. and Buckley H.P., "Aerodynamic op-
timization of the flat-plate leading edge for experi-
mental studies of laminar and transitional boundary
layers", Exp. Fluids 53, 863-871, 2012

[8] Schlatter P. and Örlü R., "Assessment of direct sim-
ulation data of turbulent boundary layers", J. Fluid
Mech. 659, 116 - 126, 2010

[9] Schräder L.U., Brandt L., Mavriplis C. and Hen-
ningson D.S., "Receptivity to free stream vorticity
of flow past a flat plate with elliptic leading edge",
J. Fluid Mech. 653, 245 - 271, 2010

[10] Ustinov M.V. and Uspensky A.A., "Influence of tur-
bulence scale and shape of leading edge an FST-
induced laminar-turbulent transition", Proc. 28th
Int. Congress Aeronautical Sci., 1 - 10, 2012

[11] Walsh E.J., Hernon D., Davies M.R.D. and
McEligot D.M., "Preliminary measurements from
a new flat plate facility for aerodynamic research",
6th Eur. Conf. Turbo Machinery, INEEL/CON-04-
02301 Preprint, 1 - 10, 2005

[12] Jonáš P.,"Study of boundary layer transition in flows
with various turbulence." Rep. Z - 1126/90, IT CAV,
Praha, 1990, (In Czech)

[13] Kosorygin V.S., Levchenko V.Ya. and Polyakov
N.F., "On problem of the origin of waves in a lam-
inar boundary layer. Preprint 12-82, ITPM SO AN
USSR, Novosibirsk, 1982 (In Russian)

[14] Kosorygin V.S., Levchenko V.Ya. and Polyakov
N.F., "The laminar boundary layer in the presence
of moderately turbulent freestream", Preprint 16-88,
ITPM SO AN USSR, Novosibirsk, 1988 (In Russian)

[15] Jonas P., "On the role of the length scale in the by-
pass transition", ZAMM - Z. angew. Math. Mech.
77, S1 S145-S146, 1997

[16] Jonáš P., Mazur O. and Uruba V., "Comparison be-
tween the wall roughness effect and the free stream
turbulence impact and their joint action on a bound-
ary layer development", ERCOFTAC Bulletin 80,
82-86, 2009

[17] Jonáš P., Hladik O., Mazur O., Uruba V., "By-
pass transition of flat plate boundary layers on the
surfaces near the limit of admissible roughness", J.
Physics: Conf. Series 318, 032030, 1-19, 2011

ERCOFTAC Bulletin 106 29



[18] Antoš P., Jonáš P. and Procházka P., "A comment
on the flat plate leading edge shape on laminar-
turbulent transition", Proc. of the International con-
ference Experimental Fluid Mechanics , Liberec, s.
32-37, 2015.

[19] Antoš P. and Jonáš P., "Reynolds number effect on
the transition on a flat plate", HEFAT2014 Conf.
Proc., 903-906, 2014

[20] Tropea C., Yarin A.L. and Foss J.F., "Handbook
of Experimental Fluid Mechanics", Springer Berlin,
2007

[21] Schlichting H. and Gersten K., "Boundary Layer
Theory", Springer Berlin, 2000

[22] Jonáš P., "Preliminary study on correlation between
the shape parameter and the skin friction coeffi-
cient in transitional zero pressure gradient boundary
layer", Proc. Conf. Topical Problems of Fluid Me-
chanics, IT AVCR, Praha, 2016 (to be published)

[23] Antoš P., Jonáš P., Procházka P. and Uruba V.,
"Examples of the Re-number effect on the transi-
tional flat plate boundary layers", PAMM, Proc.
Appl. Math. Mech., Vol. 14-1, pp. 605-606, 2014

30 ERCOFTAC Bulletin 106



Experimental Investigations on the Unsteady
Transition Process of the Suction Side Boundary Layer

of LPT Blades
D. Lengani1, D. Simoni1, M. Ubaldi1, P. Zunino1 and F. Bertini2

1 DIME - Universitá di Genova, Genova, Italy
2 GE AvioAero, Torino, Italy

Abstract
In the present paper recent advancements in the under-
standing of the transition process of the suction side
boundary layer of Low Pressure Turbine (LPT) blades
are discussed. Particle Image Velocimetry (PIV) mea-
surements are considered in order to highlight the influ-
ence of free-stream turbulence intensity (FSTI) level and
passing wake effects on the transition process. Proper
Orthogonal Decomposition (POD) has been applied to
the data set measured for the different conditions in or-
der to identify and characterize the occurrence of large
scale coherent structures into the flow. At low FSTI
level the most energetic POD modes make evident the
occurrence of Kelvin-Helmholtz (KH) rolls driving the
transition through a separated like type process, while
elevated FSTI levels and turbulence carried by wakes in-
duce elongated low and high speed streaky structures,
responsible for a by-pass transition process. Turbulent
Kinetic Energy (TKE) and Reynolds shear stress dis-
tributions of the dominant modes for the different cases
exhibit a strong influence of both FSTI and passing wake
effects. POD applied to large amount of snapshots gives
a fast and clear visualization of the main dynamics in-
volved into the process, thus contributing to the under-
standing and modeling of the transition of the suction
side boundary layer of LPT blades for the different con-
ditions.

1 Introduction
For a Low Pressure Turbine blade the aerodynamic load-
ing, flow Reynolds numbers, FSTI levels and unsteady
wakes coming from upstream are the main flow parame-
ters affecting the flow evolution, thus the boundary layer
transition. In LPT blades the attached (by-pass) or the
separated like transition processes are the commonly de-
tected mechanisms, depending on the combination of
the aforementioned parameters [1]. By-pass and sepa-
ration induced transition mechanisms are governed by
completely different dynamics that, however, share the
generation and propagation of large scale coherent struc-
tures. Recently, Large Eddy Simulations (LES), Direct
Numerical Simulations (DNS) and PIV indubitably gave
new light and renewed interest into the understanding
of the dynamics leading to generation, propagation and
breakdown of such structures, that could be useful for
modeling purposes.

At high loading level and low flow Reynolds num-
bers the boundary layer likely separates from the blade

surface. In this case the Kelvin-Helmholtz instabil-
ity process developing inside the separated shear layer
induces the exponential amplification of disturbances,
definitively leading to the shear layer rollup behind the
bubble maximum displacement position, and thus tran-
sition of the separated shear layer [2, 3, 4, 5]. Conversely,
high Reynolds numbers, mild adverse pressure gradients
and elevated FSTI levels move the transition process to-
ward the by-pass type. In this condition streaky struc-
tures dominate the pre-transitional part of the bound-
ary layer [6, 7, 8, 9]. They amplify trough a transient
(algebraic) behavior until sinuous or varicose instability
drives their breakdown, leading to the formation of vor-
tical structures inducing the fully turbulent condition of
the flow [10, 11]. Turbulence carried by upstream wakes,
characterizing the real operation of the turbine stage,
excites the formation of streaky structures in the for-
mer part of the blade surface [12], and eventually in-
teracts with the inflectional instability of the laminar
separation bubble (if any) that may grow between two
adjacent wakes [13, 14]. These diversified and complex
scenarios make the understanding of the dynamics driv-
ing transition in LPT blades very complicated. Reduced
order model techniques can be invoked to quickly iden-
tify the main dynamics driving the transition process
for the different cases. POD is today a well-established
technique adopted in fluid dynamics applications. It
provides a modal decomposition of instantaneous obser-
vation (snapshots), ranking the dynamisms of the flow
through their energy contribution to the whole Turbu-
lent Kinetic Energy (TKE) [15]. Even though POD
modes are not exactly “structures”, they isolate the main
(most energetic) dynamics involved into the production
of TKE, and can be also used to compute the correspond-
ing Reynolds shear stress.

In the present paper, PIV data obtained in a highly
loaded LPT blade at two different FSTI levels, operating
under steady and unsteady inflows, are reported with the
aim of empathize the capability of POD to clearly distin-
guish between the different transition modes, as well as in
the identification and characterization of the largest scale
structures contributing to the transition process. TKE
and Reynolds shear stress distributions for the dominant
modes are reported and discussed. The energy distribu-
tion of the whole set of modes complements the analysis.
Results reported in the paper highlight the capability of
this technique in providing a direct view of the main dy-
namics leading to transition for real LPT geometry and
operative conditions, useful to identify modeling terms
when large data sets obtained for sensibly different flows
and geometrical parameters are available.
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2 Experimental Apparatus and
Data Reduction

2.1 Test Facility and Instrumentation
The experimental investigations have been performed in
the blow-down wind tunnel installed at the Aerodynam-
ics and Turbomachinery Laboratory of the University of
Genova. The test section is constituted of a 7 blade large
scale planar cascade (Figure (1)), representative of highly
loaded LPT blade profiles. Blades are characterized by a
chord of 120 mm and an aspect ratio AR = 2.5 to ensure
two-dimensional flow at midspan. Measurements have
been carried out at a low Reynolds number condition Re
= 70000 (defined with the blade chord and isentropic exit
velocity). Two different conditions of free-stream turbu-
lence intensity have been tested. The low FSTI case has
been generated by means of the spontaneous turbulence
level of the facility (Tu=0.19%), while for the high FSTI
case a turbulence generation grid has been adopted to
rise the turbulence level to values more representative of
the real engine ones (Tu=5.2%).
Upstream wakes have been simulated by means of a

tangential wheel of radial rods. The wheel rotates in a
plane parallel to the cascade leading edges plane. It is
located at a distance of 33% of the blade chord upstream
of the blade leading edges. The flow coefficient and the
reduced frequency were chosen to be representative of
real engine operative conditions (ϕ = 0.675 and f+ =
0.69, respectively). The bar diameter (d = 3 mm) was
chosen so that the wakes shed from the bars produce
the same losses as those generated by a typical upstream
LPT row. The total pressure loss coefficient for the bars
was evaluated to be 3.3%.
The blade aerodynamic loading distributions are re-

ported in Figure (2) for the different conditions. The
peak velocity on the suction side occurs close to s/smax

= 0.45. With low FSTI the suction side boundary layer
separates, as shown by the evident deviation of the cor-
responding loading distribution as compared with the
other conditions, where the boundary layer grows at-
tached to the blade surface.

PIV measurements have been performed in order to
characterize the unsteady transition process of the suc-
tion side boundary layer. The PIV field of view covers
the flow region between 0.74 < s/smax < 1.1 and 0.0

Figure 1: Sketch of the test section and PIV interroga-
tion area

Figure 2: Loading distributions

< y/g < 0.1 (Figure (1)). 2000 couples of images have
been acquired in order to obtain high statistical accu-
racy in the evaluation of time-mean quantities as well
as convergence of the Proper Orthogonal Decomposition
(POD) procedure.

The PIV instrumentation is constituted by a double-
cavity Nd: Yag pulsed laser BLUESKY-QUANTEL
CFR200 (energy 2x100 mJ per pulse at 532 nm, pulse
duration 8 ns, repetition rate 10 Hz). The optical system
forms a light sheet of 1 mm thickness. The light scat-
tered by the seeding particles (mineral oil droplets with a
mean diameter of 1.5µm) is recorded on a high sensitive
digital camera with a cooled CCD matrix of 1280 x 1024
pixels (with single pixel dimension of 6.7 x 6.7 µm2).
The camera maximum frame rate in the double frame
mode is 4.5 Hz, and the minimum frame interval is 200
ns. The magnification factor for the present experiments
was set toM = 0.165. The cross-correlation function has
been calculated on a 16x16 pixels interrogation area with
a 50% overlap. This corresponds to a spatial resolution
of 0.325 x 0.325 mm2. The instantaneous velocities have
been estimated with an accuracy of ± 3.0%.

2.2 POD
Nowadays the POD is a well established technique for the
identification of coherent structures into the flow [15, 16],
allowing the reduction of the degree of freedom of sys-
tems highlighting the dominant modes involved into the
dynamics of the process. The POD provides a triplet
of information: the eigenvalues, the eigenvectors, and
the POD modes. The eigenvalue of the ith mode (λ(i))
represents the energy contribution of the mode to the to-
tal kinetic energy of velocity fluctuations. The eigenvec-
tor of the ith mode (χ(i)) retains the temporal informa-
tion related to each mode. The POD modes (φ(i)

u , φ
(i)
v )

constitute an orthogonal basis that provides the spa-
tial information identifying coherent structures in the
flow. Hence, the method extracts and separates spatial
from temporal information determining the most ener-
getic structures and ordering them by their energy con-
tribution to the overall TKE of the flow. Moreover, com-
bination of the spatial distributions of the POD modes
of two velocity components provides information on the
contribution to the overall time-mean Reynolds shear
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Figure 3: Time-mean streamwise velocity component.

stress due to that mode (u′v′(i)) which is computed as the
product λ(i)φ

(i)
u φ

(i)
v . These properties of POD are here

considered to provide a clear overview of the dominant
modes involved in the distribution of the TKE as well as
of the Reynolds shear stress for the different cases.

3 Results and discussion
3.1 Time-mean results
The time-mean boundary layer evolutions of the three
different conditions in analysis are shown in Figure (3)
that reports the time-mean streamwise velocity normal-
ized by the free-stream velocity at the measuring domain
inlet (U0). The time-mean boundary layer of the steady
state condition with low FSTI shows a large separation
bubble that does not reattach before the blade trailing
edge (top of Figure (3)). In this case a separation in-
duced transition process grows in the separated shear
layer, as it may be observed looking to the root mean
square of velocity fluctuations in Figure (4)a. The fluc-
tuations are represented as the square root of the RMS of
the two velocity components and made non-dimensional
by the free-stream velocity at the measuring domain in-
let (U0). The separation induced transition mechanism
acting in this case induces the amplification of velocity
fluctuations along the separated shear layer. They reach
the maximum values just behind the blade surface, in
the wake region. Vortices shed behind the maximum
displacement position are responsible for this elevated
turbulent activity, and will be characterized in the fol-
lowing looking to the POD mode spatial distributions.
The time-mean boundary layer evolution is sensibly

altered by the FSTI level. In Figure (3)b, describing the
case at high FSTI level, the time-mean values of ū/U0
do not show reverse flow region or a state approaching
to separation up to the blade trailing edge. In this case
elevated values of flow oscillations can be observed just
at the measuring domain inlet. Peak rms grows mod-
erately moving toward the trailing edge, with maxima
localized in the close to the wall region. A by-pass type

Figure 4: Root mean square of velocity fluctuations.

transition mechanism drives the flow evolution keeping
the boundary layer attached to the blade surface.

In the unsteady cases, irrespective of the FSTI level
(results for the two different FSTI levels are practically
coincident), the boundary layer is kept well attached
to the wall, due to the prompter transition process in-
duced by the passing wake effects. The periodic wake
passage is responsible for the large time-mean values of
velocity fluctuations outside of the boundary layer. It is
worth noting that within the boundary layer the val-
ues of the velocity fluctuations are lower than in the
steady case with high FSTI. The anticipation of the tran-
sition process makes the boundary layer fully turbulent
in the whole measuring domain, avoiding the intermit-
tent switching between the laminar and the turbulent
state characterizing the former part of the by-pass pro-
cess [17, 18].

3.2 POD Analysis
In order to provide a statistical representation of the
dominant dynamics involved into the generation of TKE
as well as Reynolds shear stress for the different cases,

Figure 5: Relative energy of POD eigenvalues: percent-
age of the total kinetic energy.
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Figure 6: Vectorial representation of the POD modes
and their streamwise velocity component. Iso-contour
lines of ū/U0 are superimposed on the plots.

POD data are reported. Figure (5) shows the distribu-
tion of the POD eigenvalues. Logarithmic scales are used
for both axes of the plot to visualize large variations.
For the three different cases the energy captured by the
modes above the 10th becomes rapidly low. This is more
evident for the steady case at low FSTI, for which be-
tween the first two modes and the following there is a
difference of about one order of magnitude. The modes
after the 10th are about two order of magnitude lower
than the first two. Moreover, the first two modes appear
energetically coupled. This indicates the presence of de-
terministic structures that capture a very large amount
of the total kinetic energy, as further described in a pre-
vious authors’ work [19]. On the contrary, the energy
captured for the other two cases has different distribu-
tions: the decrease of the energy captured by each mode
is approximately linear in the log-log scale. This is rep-
resentative of less organized (deterministic) structures
developing into the flow, coherently with the evolution
of a by-pass like transition process at high FSTI and in
the unsteady case.
The spatial distributions of the first two POD modes

for the different cases are shown in Figure (6) as contour
plot of the POD mode of the streamwise velocity compo-

Figure 7: Vectorial representation of the POD modes
and u′v′ contributions of each mode. Iso-contour lines of
ū/U0 are superimposed on the plots.

nent φu and the vectorial representation which is consti-
tuted by the components φu, φv of each POD mode. It is
worth noting that the POD modes shown in these figures
have been normalized (the POD modes are orthonor-
mal), thus the vector length of the different modes does
not provide a direct comparison between their contribu-
tion to the time-mean Reynolds shear stress. The contri-
bution of each POD mode to the whole time-mean u′v′

is provided by the color maps of Figure (7), where blue
and red contours represent negative and positive contri-
butions, respectively. Differently to the vector length,
these distributions preserve the energy information con-
tained within the eigenvalue. The iso-lines of the time-
mean streamwise velocity as depicted in Figure (3) are
superimposed to both figures. Data in Figures (6) and
(7) can be considered as the main contributions to the
whole TKE and Reynolds shear stress driving the tran-
sition process for the different cases.

The distributions of the 1st and 2nd POD mode of
the steady case with low FSTI (Figure (6)a) appear very
similar. The first mode starts to assume values slightly
larger than zero within the separated shear layer only
behind s/sMAX =0.89. Similarly, the second one shows
value larger than zero at s/sMAX =0.92. The intensity of
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the POD modes reported in the picture increases down-
stream, showing their maximum values downstream of
the blade trailing. This indicates a vortex train which
is growing in intensity in the flow direction also behind
the blade surface. The vectorial representation of the
first POD mode shows a small clockwise rotating vor-
tex at 0.98<s/sMAX <1.0 and a larger one, counter-
clockwise rotating, downstream of the trailing edge. The
second mode depicts a clockwise rotating vortex between
the previous ones for mode 1. Hence, the spatial shift
of the two modes correspond to a shift of 1/4 of the
wavelength, which is typical of a vortex shedding phe-
nomenon (e.g., [20, 21, 19]). Furthermore, the POD
modes clearly indicate where the shedding begins. The
first POD mode shows a local maximum in the shear
layer for 0.89< s/sMAX <0.92. The second POD mode
shows a local maximum for 0.92< s/sMAX <0.95. These
positions are located just upstream of the bubble maxi-
mum displacement position, where the growth rate of the
oscillations in the Kelvin-Helmholtz frequency range is
expected to reach saturation, as shown in [5] and in [22].
Results concerning the steady case with high FSTI

show a completely different behaviour. The first mode
identifies a region of velocity vectors pointing upstream
(negative streamwise velocity) within the boundary
layer. As discussed in Lengani and Simoni [11], this
distribution can be attributed to unsteady phenomena
characterized by streamwise wavelength longer than the
extension of the investigated area. This result gives the
evidence for the occurrence of elongated structures in the
streamwise direction, as it can be also observed by the
second POD mode that clearly highlights an high speed
streak attached to the wall. These elongated structures
drive the by-pass like transition process at high FSTI
level. Furthermore, the first two modes do not identify
the presence of vortical structures embedded within the
flow. In Lengani and Simoni [11], it has been shown that
vortical structures, associated with the stochastic break-
down of streaks, are captured just by higher order POD
modes behind s/sMAX =0.87.
The POD modes of the unsteady case (Figure (6)c)

depict a different scenario. In this case, the two POD
modes isolate velocity fluctuations outside of the bound-
ary layer. Particularly, the first PODmode shows vectors
pointing upstream in a large portion of the investigated
area, but in the close to the wall region. The second POD
mode shows vectors pointing towards the wall. Accord-
ing to previous publications, these two modes identify
the perturbation to the flow field due to the negative jet
induced by the passing wakes [23]. In fact, the wakes
convected through the blade passage induce a counter-
clockwise rotating vortex at its leading boundaries and a
clockwise rotating one at the trailing boundary. Clearly,
in the unsteady case, these perturbations represent the
largest deterministic structures, that are well captured
and isolated by the most energetic POD mode. How-
ever, an high speed streak can be again observed close
to the wall. It is due to the turbulence carried by wakes
that excites an unsteady by-pass like transition process,
as traced by higher order POD modes (refer to [23] for
further details).
For completeness, Figure (7) shows the contribution

of the POD modes to the time-mean Reynolds shear
stress. The steady case with low FSTI (on top of the fig-
ure) shows flow regions with negative values of the term
u′v′(i), clearly related to the vortical structures shed
by the separation bubble previously observed. Indeed,
Reynolds shear stress appears only behind the maximum
displacement position where the vectorial representation

of POD modes highlights the occurrence of large scale
vortical structures. It has to be mentioned that the
sum of the shear stress captured by the first two modes
approximate almost entirely the whole time-mean shear
stress. This makes further evident that, in this particu-
lar case with low FSTI, the vortical structures shed by
the laminar separation bubble are the main responsible
for the turbulent activity into the flow.

On the contrary, for the two other cases, the shear
stress related to the first two modes is a rough approxi-
mation of the overall shear stress. For the steady case at
high FSTI, the contribution of the first two modes to the
Reynolds shear stress is confined in the boundary layer
region behind s/smax >0.87, where transition starts as
a consequence of breakdown of streaks, as well described
in [11]. In this case the maximum values of Reynolds
shear stress can be observed very close to the wall. In the
unsteady case, the contribution to the Reynolds shear
stress of the first POD mode is observed in the outer
region of the boundary layer. This contributes to the
generation and production of turbulent activity in the
potential flow region during migration of the unsteady
wake across the channel, as observed in [24]. The second
POD mode does not sensibly affect the boundary layer,
and consequently does not contribute to the Reynolds
shear stress in the close to the wall region. In this case
the contribution to the whole Reynolds shear stress due
to the first and second modes mainly describes the dy-
namics due to the wake advection across the blade pas-
sage, instead of the effects of wake on the periodic tran-
sition process of the suction side boundary layer that is
captured by higher order modes (not shown in the paper,
see [23] for further details).

4 Conclusions
PIV has been employed to investigate the different tran-
sition processes that occur on the suction side boundary
layer of a LPT blade under different levels of inlet tur-
bulence intensity with and without passing wake. Time
mean results, root mean square of the velocity fluctu-
ations and the proper orthogonal decomposition of the
PIV data have been analyzed to describe the different
dynamics developing for the different cases.

The boundary layer in the steady case with low FSTI
separates. The velocity fluctuations suggest that the
turbulent activity is caused by the vortices shed behind
the bubble maximum displacement. This is made clear
by the first two POD modes that show vortical struc-
tures downstream of that position. In the steady case
with high FSTI the transition process is different and
can be associated to the by-pass type. Velocity fluctua-
tions and Reynolds shear stress grow within the bound-
ary layer and are caused, according to the POD results,
by structures elongated in the streamwise direction, also
known as boundary layer streaks. The transition of the
boundary layer in the unsteady case is instead ruled by
the passing wakes. Unsteady velocity fluctuations occur
even outside of the boundary layer. These are caused by
the perturbation to the flow field induced by the pass-
ing wakes as captured by the first, most energetic POD
modes.

Results reported in the present overview paper clearly
highlight the capability of POD in capturing the main
dynamics responsible for both TKE and Reynolds shear
stress into the flow during the transition process, thus
providing new light in the applicability of this technique
for transition modeling once systematically applied in
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the future to a large amount of data obtained (both with
FR-PIV or LES and DNS) for different flow and geomet-
rical parameters characterizing the real operation of LPT
blades.
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Abstract
Nose cones and the blades of turbomachines have rotat-
ing components and represent very practical geometries
for which the modal behaviour of vortex structures is not
completely understood. These rather different physical
cases are being studied. A common theme of competi-
tion between modes and vortex types, whether counter-
rotating or co-rotating, emerges. The objective of on-
going work is to obtain physical confirmation, enhanced
understanding and predictive capability for the vortex
structures encountered in rotating machines.

1 Introduction
Stable vortex structures have been observed in a range
of flows of industrial relevance, such as flows over coni-
cal aerodynamic fairings, compressor blades and turbine
blades with cylindrical leading edges. The persistence
of the vortical structures, over a defined duty or flight
envelope represents a common theme among these ap-
plications.

Investigations of experimental results over the enve-
lope of geometrical and flow parameters have guided the
development of predictive methods for these structures,
based on asymptotic perturbation methods of inviscid
baseline flow models. Examples of flows generating vor-
tical structures indicate a possible common driver, in-
volving stationary streamwise vorticity. This encourages
the development of the current models to give a gener-
alised representation for this class of flows.

2 Surface Flows over Rotating
Cones

Evidence for the existence of a hitherto unidentified
instability mode in boundary-layer flows over rotating
cones exists in the literature. This new mode is in addi-
tion to the crossflow (type I) and streamline curvature
(type II) modes that are already known to exist [1] on
rotating cones, disks and spheres.

Evidence set 1: experimental observations.
The visualisation studies by Kobayahsi and co-
workers [2, 3] of rotating cones with slender half-
angles show the existence of pairs of counter-rotating
Görtler-type vortices prior to the first appearance of
turbulence. However, as the half-angle ψ is increased
beyond 40◦, the visualizations clearly show that these
vortices change to co-rotating vortices as are usually
reported on rotating disks and spheres. One might
suppose that the counter-rotating vortices are expected

to arise from a dynamic instability induced by the
centrifugal force of the flow field, and are in contrast
to the co-rotating vortices, attributed to an underlying
crossflow instability.

Evidence set 2: experimental measurements of the onset
of turbulence.
Further evidence is obtained by considering experimen-
tal measurements for the onset of turbulence by [3] and
Nickels & Bertényi, University of Cambridge (personal
communication, 2007) compared to the onset of local
absolute instability predicted by Garrett & Peake [4].
Although the exact role of local absolute instability in
transition over the rotating disk is less clear than origi-
nally proposed by Lingwood [5,6], see [7] for example, the
theoretical onset of local absolute instability is extremely
close to numerous consistent measurements of the onset
of turbulence over the rotating disk and this provides a
useful basis for comparison. Garrett & Peake demon-
strate that the critical local Reynolds number for local
absolute instability over rotating cones is independent of
half-angle, with RX ≈ 2.5 × 105.

Figure 1 shows the comparison with experimental
measurements for the onset of turbulence reported
by [3]. For cones with ψ > 60◦, we see that transition
occurs at a local Reynolds number independent of the
half-angle and reasonably close to the predicted onset of
local absolute instability. This close agreement suggests
that local absolute instability may well be involved
in the transition over broad rotating cones, consistent
with the rotating-disk flow. For more slender cones,
the measured critical Reynolds and occur in advance
of the predicted onset of local absolute instability. It
should be noted that the precise definition of turbulent
flow is somewhat subjective in experimental terms and
Kobayashi & Izumi’s measurements are subject to some
flexibility. This is clearly demonstrated by comparing
their measurements for half-angles close to 90◦ with
Lingwood’s measurement on a rotating disk [6] (the
horizontal dashed line at 90◦). Figure 2 shows Nickels
& Bertényi’s measurements for the onset of turbulence
over three cones, each with distinct half-angle, at dif-
ferent rotation rates. We see that the measured critical
Reynolds number over the broadest cone (ψ = 60◦) is
in good agreement with the predicted onset of local
absolute instability and is independent of rotation rate
(which suggests that the dashed line in Fig. 1 can
be extended to at least this half-angle). However, the
onset of turbulence over the slender cones with ψ = 30◦

and ψ = 15◦ is again well in advance of the predicted
onset of local absolute instability and dependent on
the rotation rate. Furthermore, they reported different
behaviour in the turbulent intensity through transition
in the case of the most slender cone.
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Figure 1: Critical RX for the Onset of Local Absolute
Instability [4] and Measured Transitional Values [3]

Figure 2: Experimental Data Due to Nickels & Bertényi
for the Onset of Turbulence

Evidence set 3: analytical predictions of convective in-
stability.
Garrett et al. [1] present mathematical studies of the
rotating-cone boundary layers using a formulation con-
sistent with other rotating-disk studies ([6], for example)
and demonstrate that convective modes of type I and II
exist for all ψ. The onset of convective instability is then
associated with the onset of the spiral vortices and the
critical Reynolds numbers and other measurable quanti-
ties of the spiral vortices (number, angle of orientation)
compare well with experimental observations of [3] for
ψ > 40◦. However, an increasing discrepancy is found
for ψ < 40◦. This is clearly seen in Fig. 3, where the
theoretical predictions of the orientation angle for vor-
tices arising from the type I mode are compared with
the experimental observations at each half-angle. Such
comparisons suggest that the vortices found on slender
cones cannot be attributed to the type I and II modes.
(Note that the type II predictions are of much higher
wave angles.)
The behaviour of the type I and II modes was fur-

ther elaborated by Garrett [8] who extended the numer-
ical results of [1] to consider the amplification rates of
the modes through the convectively-unstable region as a
function of half-angle. He found that the amplification
rates of both mode types reduce with decreased half-
angle. This finding is consistent with the hypothesis of a
centrifugal mode that dominates at slender half-angles.
These three distinct sets of evidence clearly suggest an

instability mode arising from centrifugal effects that ex-
ists in addition to the three existing modes. It exists in

Figure 3: Comparison between Experimental Observa-
tions of Vortex Orientation Angle [3] against Type I Pre-
dictions [1] and Centrifugal Predictions

the flow over rotating cones of any half-angle, but with
a relative in the well-known type I and II modes. We
envisage all dominance that depends on the particular
half-angle. It is therefore likely that a critical half-angle
exists for the switch from a predominantly centrifugal
instability (manifesting as counter-rotating vortices) to
the cross-flow instability (manifesting as co-rotating vor-
tices) as the half-angle is increased. Although experi-
ments have only been conducted at a small number of
distinct half-angles, the evidence suggests this critical
half-angle to be around 40◦. From an engineering per-
spective, this means that the transition mechanisms at
work over rotating propeller and fan nose cones are dis-
tinct from the mechanisms over sharp spinning missiles,
for example, and warrants further study.

An analytical study into the hypothesized centrifugal
mode is ongoing and we have found that a fundamen-
tally different approach is required to existing broad-cone
studies in order to make progress. In particular, the
centrifugal analysis requires greater attention to small-
scale effects (at a scale comparable to the boundary-layer
thickness) in all directions. A preliminary asymptotic
analysis was completed, based on the assumptions of
short wavelength and high spin rates, that clearly shows
the existence of the centrifugal mode. The analysis is
complicated and the reader is referred to [9-11] for full
details. The preliminary results of a complementary nu-
merical analysis of the same governing equations can be
seen in Fig 3. For slender cones the numerical predic-
tions of the centrifugal mode clearly show better align-
ment with experiments.

3 Swept Cylinders and
Turbomachinery Blading

Suction surface flow visualization on turbine blades at
subsonic and transonic speeds showed robust streamwise
streaks on a lengthy time-average basis [12] (Fig. 4).
The flow on the suction surface, under the influence of a
strong favourable pressure gradient, was initially laminar
but further downstream, laminar separation and tran-
sition to turbulence were encountered. The turbulent
layer then persisted to the trailing edge and the streaks
were unaffected by the boundary layer state. Similar be-
havior was observed by Halstead [13], who had surface
film confirmation of the boundary layer state throughout.
The streamwise vortex tructures, whilst not particularly
strong, are persistent and would seem to exert a stabi-
lizing influence on the flow. Observations of streaks on
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turbine blades and unswept cylinders were to provide a
firm basis for referencing the influence of sweep.
The lateral spacing between streaks on convex sur-

faces was predicted by Kestin and Wood [14]. That work
used an inviscid flow model to predict the spanwise wave-
length (λ) of the streamwise vortices, normalised by the
cylinder diameter (D) for different Reynolds number and
free stream turbulence levels (Tu) at zero sweep. The re-
sulting prediction is given by Eq. (1):

λ = 1.79πD/Re0.5 (1)

A broad agreement is found between the predicted and
measured λ/D from differing test facilities. Streaks on
turbine blades and unswept cylinders provided a firm
basis for referencing the influence of sweep. Low and
high speed experiments gave excellent agreement with
theory [15].
The normal flow past a circular cylinder is a canoni-

cal case [16] and testing was undertaken at high speeds
on a 37.3mm diameter cylinder and at low speeds on a
152mm diameter cylinder. The lateral spacing between
streaks on cylinders had been predicted by Kestin and
Wood [14] and the present tests gave excellent agreement
with their theory. Their work on unswept circular cylin-
ders provides a good benchmark for understanding and
predicting sweep effects on cylinders and turbomachinery
blading. In earlier work on a normal cylinder, Kestin and
Wood [17] published two-point hot wire measurements at
a 60◦ azimuth from the leading edge stagnation line on
the circular cylinder. The observed periodicity demon-
strated that flow structures were present away from the
surface and were compatible with the observed surface
streaks.
Most of the available information on fine structures

has come from surface flow visualization. Work is now
in progress on hot wire measurements away from the
surface. The aim is to demonstrate the relationship be-
tween the structures and the surface traces. Insight into
the streamwise structures that print the surface traces is
sought by hot-wire measurements at a Reynolds number
of 150, 000 on an unswept circular cylinder.
The wind tunnel centreline velocity is measured by a

combined head Pitot tube placed below the cylinder and
three diameters upstream of its leading edge.
Two constant temperature TSI anemometers power

the hot-wire probes with a 1.8 over-heat on their bal-
anced resistance. The output is sampled at 2kHz by
LabView through a National Instruments acquisition
card. Averages and standard deviations from 800 sam-
ples per position, repeated 30 times, are recorded. Each
hot wire is calibrated using a DISA Type 55D41 with
a TT320S digital pressure transducer. Two Dantec P15
single hot wires are located 1mm above the windward
cylinder surface, at 60◦ azimuth from the leading edge
stagnation line. The probe wires are parallel to the un-
swept cylinder axis. The ratio of the velocity from the
moving hot wire to the fixed hot wire velocity shows sig-
nificant scatter with high velocity ratio clusters at 2mm
intervals. This ratio compensates for wind tunnel ve-
locity drift effects. Figure 5 shows as a continuous line
with circles the velocity trace from the traversing hot
wire normalized by the velocity synchronously recorded
by the fixed hot wire.
The dotted lines show the t-distribution 95% confi-

dence interval band of this ratio from the hot wire stan-
dard deviation records. These hot wire measurements
indicate that, within the limits of the instrumentation,
a spanwise velocity distribution pattern with a span-
wise wavelength of 2mm is present. This compares with

Figure 4: Suction Surface Flow Visalisation between 80%
and 95% Axial Chord of NRC Turbine Blade at a Dis-
charge Mach Number of 1.16

a flow visualization deduced wavelength in the range
2.14mm < λ < 2.31mm and with λ = 2.2mm from
Eq. (1). These results appear to support the presence of
near-surface streamwise vorticity over the surface.

One outcome of these investigations is to establish
that organized streamwise vorticity may occur more fre-
quently on convex surfaces, such as turbine blade suction
surfaces, than was previously appreciated. Investigations
and predictions of flow behaviour should be extended
to encompass this possibility. These applications often
also have an appreciable degree of sweep and it is ap-
propriate to enquire how sweep affects the instabilities.
information will be provided on the changing behaviour
of the spanwise velocity field as the sweep angle is in-
creased. The streamline curvature disturbance has been
found to be stationary in nature and to be resilient. The
crossflow instability becomes more significant as sweep is
increased. It grows aggressively and rapidly, being pre-
dominantly of a traveling nature, and has a major role
to play in the transition process.

Experimental work on a circular cylinder has been un-
dertaken over a range of sweep angles from zero to 61◦,
giving surface visualization results for lateral spacing and
angular orientation of the vortical streaks [17]. Figure 6
demonstrates that at high-sweep angles the results are
consistent with those of Poll [18] and of Takagi et al. [19].
The experiments, confirming the zero-sweep results, gave
a reference for subsequent work over a wide range of
sweep angles. No data had been published on stream-
wise and crossflow vortices in the useful sweep range of
up to 50◦. Testing has been undertaken over a range of
sweep angles from zero to 61◦, giving results for the lat-
eral spacing and angular orientation of the streaks. At
high-sweep angles, the results are consistent with those of
Poll [18]. At low Reynolds numbers first order-theories
for circular cylinders predict the effects of sweep quite
well. The approach of Takagi et al. [19] using hot wire
techniques, offers an opportunity to identify both sta-
tionary and traveling instability modes.

The introduction of sweep brings consideration of a
wide range of instabilities. Crossflow instability results
from the inflectional behaviour of a three-dimensional
boundary layer. Streamwise and crossflow structures are
present on the suction surface of swept and unswept tur-
bine blades. Crossflow instability becomes more signif-
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Figure 5: Measurements of Velocity Variation on a Cir-
cular Cylinder from Present Investigation

Figure 6: Normalised Lateral Streak Spacing

icant at high sweep angles. It grows aggressively and
rapidly, being mainly of a travelling nature. The ob-
served streaks could be of concern for the thermal design
of turbine blades.
Care was taken to check that the wind tunnel results

and the results of Poll were quoted and normalised in
the same way, using the unswept results as a reference.
Kestin and Wood’s theoretical result is accessible and
agrees closely with a regression line fit through the exper-
imental results for unswept cylinders. Different first or-
der theoretical approaches to generalising the Kestin and
Wood’s prediction of vortex spacing to non-zero sweep
angle resulted in the same simple modification:

λ = 1.79πD/Re0.5cos(Λ) (2)

This is the traditional Cosine Rule used to predict sweep
effects on aerofoils. This approach had been found to be
valid only for subcritical flows with a critical Reynolds
number that decreased with increasing sweep [20].
It was found [17] that λ/λ0 = 1/cos(Λ) is a reason-

able descriptor of the measurements over the sweep an-
gle range 0◦ to 60.1◦. Equation (2) is used to plot the
lateral vortex spacing, normalised by the unswept case,
in Fig. 6. These results are self-consistent and also
compatible with Poll’s results, which were obtained at
higher Reynolds numbers. The λ/λ0 = 1/cos(Λ) the-
oretical curve is plotted and demonstrates reasonable
agreement with both the Poll data and the new data.
At 50◦ sweep, the theoretical and experimental points of
Takagi et al. [19] involved ingenious use of theory and
hot wire data to discriminate between stability modes.

Takagi discovered that, at 50◦ sweep, the crossflow mode
dominated; this is the same mode identified by Poll and
it is the lateral spacing from the crossflow mode that
is plotted in Fig. 6. Takagi also examined the mode
caused by streamline curvature from the upstream free
stream. This appears to be mostly a result of the local
concave streamline curvature in the flow region delim-
ited by the mean stagnation streamline to the cylinder
front stagnation point and the windward surface of the
cylinder. This local concave streamline curvature moder-
ates the stabilising effect of the cylinder’s convex surface.
At these low Reynolds numbers, Takagi found that the
streamline curvature mode persisted much longer than
the crossflow mode. Takagi’s results are broadly consis-
tent with our results and those of Poll.

A good summary of the difference between the two
modes is given by Tokugawa et al. [21]: “Detailed ob-
servations, however, show that the crossflow mode de-
cays with the distance from the source much faster than
the streamline curvature mode and allows the latter to be
dominant in a region further downstream.“ Essentially,
the crossflow instability may have a major role to play
in the transition process but it is the streamline curva-
ture mode that is still present, and seemingly unchanged,
when the boundary layer becomes turbulent.

Compressor and turbine blades may exhibit extremes
of surface curvature, both convex and concave, and of
pressure gradient, both favourable and adverse. Lead-
ing edge bluntness, temperature, Reynolds number and
Mach number are all quite challenging. As a conse-
quence, turbine blades are susceptible to the different
modes and it should not have come as such a surprise
that these instability modes exist. Given their potential
role in boundary layer transition and its modeling, in
heat transfer and in blade sweep, it seems important to
be fully aware of the modes and their incorporation into
the blade design process. The observed streaks of the
various modes, both stationary and traveling, could be
of particular relevance for the thermal design of turbine
blades. It is hoped to give designers confidence about the
flow regimes they might anticipate for a given sweep an-
gle and particularly of when and how the vigorous cross-
flow instability mode is likely to be encountered.

4 Conclusions
A review of existing literature concerning boundary-layer
transition over rotating cones presents clear evidence of
an alternative instability mode. Observations report that
this mode leads to counter-rotating vortex pairs, consis-
tent with occurrences of centrifugal instabilities, and is
in contrast to co-rotating vortices present over rotating
disks that arise from crossflow effects. It is suggested
that this mode competes with the crossflow mode but
is dominant only over slender cones, where ψ < 40◦.
Analytical progress has been made that confirms theo-
retically the existence of the centrifugal mode and pre-
liminary predictions are aligned with experimental mea-
surements over slender cones.

Low-speed and high-speed tests were performed on
152mm and 37.3mm diameter normal cylinders respec-
tively. Experimental work confirmed the suitability of
the zero-sweep Kestin and Wood theory as a basis for
predicting streamwise streaks and vortical structures on
normal cylinders. Although the Kestin and Wood work
is related to unswept circular cylinders, it also provides
an excellent starting point from which to obtain a pre-
dictive model that includes sweep effects.
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This work has shown that organized and systemic fine-
scale streamwise vorticity may occur more frequently on
convex surfaces than hitherto appreciated. The conven-
tional view of purely two-dimensional laminar boundary
layers following blunt leading edges is not realistic. Such
boundary layers need to be treated three-dimensionally,
particularly when sweep is present. The vortical struc-
tures are counter-rotating for normal cylinders and co-
rotating under high sweep conditions. Crossflow insta-
bilities may have a major role to play in the transi-
tion process but the streamline curvature mode is still
present, and seemingly unchanged, when the boundary
layer becomes turbulent. On the suction surface of tur-
bine blades the lateral spacing between vortical struc-
tures remains virtually constant and does not scale with
boundary layer parameters.

A common theme of competition between modes and
vortex types, whether counter-rotating or co-rotating,
emerges. The objective of ongoing work is to obtain
physical confirmation, enhanced understanding and pre-
dictive capability for the vortex structures encountered
in rotating machines.

Prediction of these modes requires a sufficiently fine
spanwise spacing for the streamwise structures to be re-
solved. Application of computational methods to these
problems is likely to be expensive. A combined approach
of analysis, computation and experiment is indicated.
Streaks observed by surface flow visualization do have
aerodynamic significance; they are not mere artefacts of
the visualization medium.
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Advancements in the LCTM Approach to Modelling
Laminar-Turbulent Transition
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1 Introduction

Modelling of laminar-turbulent transition in boundary
layers has proven one of the most challenging tasks in
CFD for many decades. While many industrial flows are
in the range where significant portions of the boundary
layers can be laminar, there was simply no reliable way
of including these effects even to first order in general-
purpose CFD codes. Laminar-turbulent transition af-
fects many aspects of industrial flows. The main aerody-
namic effect of laminar zones in the simulation of airfoils
and wings is that they reduce the thickness of the down-
stream turbulent boundary layer relative to a fully tur-
bulent simulation. As a results, the turbulent boundary
layer is more energetic and can overcome stronger ad-
verse pressure gradients before separating. This leads to
increased performance numbers at high angles of attack.
For lower angles of attack, the impact of the reduced
skin friction in the laminar section of the wing reduces
friction and thereby reduces overall drag. Transition also
affects heat transfer predictions strongly with much re-
duced heat transfer in the laminar zone.
The current group has proposed a modelling concept

for inclusion of transitional effects within the RANS
modelling framework termed Local Correlation based
Transition Modelling (LCTM) some years ago (Menter
et al. 2002, Menter et al., 2006a/2006b, Langtry et al.,
2009). LCTM allows the inclusion of experimental corre-
lations with local transport equations for triggering the
transition process. All physics is thereby included in the
experimental correlations. This has the advantage that
different transition mechanisms can be covered by a sin-
gle model, as long as suitable correlations can be found
and translated into the LCTM framework.
The first industrial-strength realization of the LCTM

concept was the model given in Menter et al.
(2006a/2006b) and Langtry and Menter (2009). Two
additional transport equations have been formulated -
one for the turbulence intermittency and another one for
the transition onset correlation. As the turbulence inten-
sity, Tu, entered into the experimental correlations, the
γ − Reθ model was not Galilean invariant. This means
that the model is only applicable to simulations where
the transitional walls are stationary relative to the coor-
dinate system (or additional logic is required in the code
in case of multiple moving walls in a single domain). In
most practical applications, this poses no severe limita-
tion, however, in general-purpose CFD codes, Galilean
invariance is desirable. In addition, the equation for Reθ
was always considered by the current authors as fairly
artificial, causing a potentially unnecessary increase in
complexity of the model formulation. Attempts to avoid
this equation were proposed e.g. by Coder and Maugh-
mer (2012) who introduced a shape function-like param-
eter, which allowed them to include the effect of the pres-

sure gradient locally inside the boundary layer. This is
an attractive simplification, which significantly reduces
the model complexity. The downside is that, like the
original γ − Reθ model, the shape-parameter uses the
local velocity relative to the wall and is therefore also
not Galilean invariant. In addition, the effect of the tur-
bulence intensity is not captured automatically by this
approach, restricting the models applicability to external
aerodynamic flows with known and essentially constant
freestream turbulence levels. Extensions for crossflow in-
stability for the γ−Reθ model were proposed by Seyfert
and Krumbein (2012), Grabe and Krumbein (2014) and
Medida and Baeder (2013). A further extension for the
γ−Reθ model is the inclusion of wall roughness effects by
Dassler et al. [16]. These extensions show the versatility
of the model for inclusion of essentially any transitional
effect for which correlations can be formulated.

An alternative to LCTM are ’physics-based’ RANS
model formulations. The most prominent of these mod-
els being the Laminar Kinetic Energy model (k − kl
model) by Walters and Leylek (2004) and Walters and
Cokljat (2008). These approaches use a model equation
for the laminar fluctuation energy which is then linked
to the underlying turbulence model through source and
sink terms. By this mechanism, the laminar kinetic en-
ergy can be transferred into the turbulent kinetic energy
equation and initiate the transitional process. Consider-
ing that the pre-transitional phase is very different for
different transition scenarios, it is at first surprising that
such a formulation would be able to handle in one formu-
lation e.g. natural and bypass transition. However, the
k−kl model uses numerous ’threshold functions’ to trig-
ger the transition onset which are similar in nature to the
triggering functions in the γ −Reθ model. For example,
for the natural transition mechanism the k−kl threshold
function reads: φNAT = max(ReΩ −CNAT /fNAT −1, 0),
where ReΩ is the vorticity Reynolds number, CNAT is
a constant and fNAT a calibration function. The trig-
gering function in the γ − Reθ model essentially reads
FOnset = max(ReΩ/(2.2Reθcrit) − 1, 0) where Reθcrit
is an experimental correlation. Therefore, CNAT /fNAT
can be interpreted as an equivalent to the natural tran-
sition correlation part in the γ − Reθ model. In other
words, similar triggering concepts have been employed
independently in different modelling frameworks, making
both model families close cousins. The advantage of the
k−kl model over the γ−Reθ model so far has been that it
requires only one additional transport equation and that
the formulation is Galilean invariant. On the downside,
the transition k-kl model is currently combined with the
standard Wilcox model (1993) and inherits that mod-
els freestream dependency in the fully turbulent regime.
Due to the relatively high model complexity, it is also
not easily fine-tuned and adjusted to other underlying
turbulence models (like e.g. one-equation models), or
additional physics.
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Another interesting transition model based on a single
intermittency transport equation using only local vari-
ables was recently proposed by Durbin (2012) and Ge et
al. (2014). The basic framework of this model is similar
to the one introduced by Menter et al. (2002), but more
general and with a significantly wider range of calibra-
tion. The model of Durbin (2012) and Ge et al. 0 (2014)
is geared towards bypass transition for which the authors
observed that it could be modelled by relying essentially
on the diffusion processes of the equations for turbulence
quantities and intermittency, the mechanism being that
lower freestream turbulence levels require longer running
lengths than high freestream values to penetrate into the
boundary layer. This mechanism seems to work surpris-
ingly well for numerous bypass cases. The model does
not involve external data correlations but empirical cal-
ibration input in the source and sink terms in the inter-
mittency equation, where the sink term ensures a laminar
boundary layer upstream of transition. Reliance on the
diffusion process is likely not to be suitable for natural
transition and transition through cross-flow instabilities,
but a modification was introduced to predict transition
in separated boundary layers.

The current group is convinced that the LCTM con-
cept is still the most flexible method for including tran-
sitional effects into industrial CFD simulations. Due to
its generic character, it allows the inclusion of essentially
any transitional effect for which sufficient experimental
information is available. In addition, the intermittency
concept is generic with respect to the underlying turbu-
lence model and can easily be combined with existing
and new model formulations. Finally, the concept can
be fine-tuned by improved and optimized transition cor-
relations, without a need for understanding all details of
the underlying model formulation.

A new member of the LCTM model family has re-
cently been proposed (Menter et al., 2015). The goal
was to avoid the transport equation for Reθ by evaluat-
ing the correlations inside the boundary layer and not
outside. This also eliminated a current deficiency of the
Reθ model, which is not Galilean invariant due to the
use of the freestream turbulence intensity. The γ − Reθ
model is therefore only valid for walls which are station-
ary with respect to the coordinate system of the simula-
tion (or would require additional software infrastructure
for moving walls). Furthermore, the Reθ model features
fairly complex formulations for the experimental corre-
lations, which were simplified in the new formulation.

The new model (Menter et al., 2015) is based on a
transport equation for the turbulence intermittency, γ,
and maintains the LCTM concept of explicit correlations
for triggering the transition onset. The resulting model
was termed γ-model. Like the γ − Reθ model, it uses
transition onset criteria in terms of Reθ, but computes
the latter algebraically using local variables. At that, it
does not require the velocity U and maintains Galilean
invariance. The γ-model has currently been combined
with the SST model (Menter, 1994). It can also be used
in combination with other models. The main require-
ment for any underlying turbulence model is however,
that such models require a suitable viscous sublayer for-
mulation, which will not interfere with the laminar and
transitional flow behavior (models need to predict an ear-
lier transition location than the transition model).

It needs to be stressed that the current calibration of
the new model is covering a wide range of flows and that
the model constants should be of sufficient generality for
most applications. Only if consistent deviations of re-
sults for a given type of applications are observed, should

Figure 1: Correlations for transition momentum thick-
ness Reynolds number: (left) the correlation of Abu-
Ghannam and Shaw (AGS), (right) Mayle correlation

the constant and or correlations be fine-tuned. All test
cases in the current work were computed with a fixed set
of constants.

During the model formulation and calibration, a large
number of test cases have been computed. It was not
the goal to capture all cases in perfect agreement with
the experimental data, as this would have lead again to a
highly complex set of correlations, similar to those of the
γ − Reθ model. The strategy was therefore to calibrate
the model carefully for self-similar flows (Falkner-Skan
family) and to extend this calibration with limited com-
plexity into non-equilibrium flows, especially flows with
separation. Some differences to experimental data were
accepted as being part of the modelling approach. This
seems sensible, as experimental data are not fully con-
sistent and at times in contradiction with expected be-
havior (correlations). The current overview discusses the
basic calibration and some of the validation test cases.

The γ-model was implemented in both ANSYS CFD
solvers, ANSYS CFX and ANSYS Fluent. The simu-
lations in this work have been computed mostly with
ANSYS CFX, but several cross-comparisons with an in-
house boundary layer code and with ANSYS Fluent have
been performed to ensure implementation consistency.

2 Model Formulation
The details of the γ-model formulation are given in
Menter et al. (2015) and are not repeated here. The
main challenge in correlation based models lies in the
need to provide the freestream turbulence intensity
Tu and a nondimensional pressure gradient to the
experimental correlation. Since the model is triggered
inside the boundary layer, these variables need to be
supplied there. In the new model, local formulations of
these quantities have been developed, thereby avoiding
the need for the Reθ transport equation. Again, details
are given in Menter et al. (2015). The γ-model can
be combined with any ω-equation based turbulence
model, where slight re-calibration might be required
when moving from one turbulence model formulation to
another.

Model Calibration Empirical correlations like the
ones shown in Figure 1 served as a basis for the initial
model calibration. The idea is to tune the new model
such that for each pair of Tu and λθ it transitions at
a momentum thickness Reynolds number Reθ close to
that from the correlations. In particular, in case of zero
steamwise pressure gradients the model should be able
to match the Reθ dependency versus Tu shown on the
right chart of Figure 1. For calibration, a very large
number of cases have been run with different Tu and
λθ parameters using an in-house boundary layer code.
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Figure 2: Results of model calibration on boundary layer
flow developing on flat plate and under zero streamwise
pressure gradient

Due to the low cost of the boundary layer simulations,
all cases were run on excessively fine meshes ensuring
grid independence. In addition, consistency checks were
performed between the boundary layer and the full
Navier-Stokes codes.

Results for Zero Pressure Gradient
To calibrate the model for cases with zero streamwise
pressure gradient (λθ = 0), eighteen combinations of in-
let turbulence intensity and eddy-to-molecular viscosity
ratio were selected for the test matrix. Note that the
inlet values specified for eddy-to-molecular viscosity ra-
tio mainly determine the rate at which the turbulence
kinetic energy decays, whereas the values for Tu deter-
mine the transition location. For the final set of the
model constants, results are shown in Figure 2. In this
figure, data of the γ-transition model for each parameter
combination (black symbols) are compared with three
different versions of empirical correlation, namely, Abu-
Ghannam and Shaw (ABS 1980), Mayle (1991) and the
correlation from Langtry and Menter (2009). Transition
for the γ-model location was defined based on minimal
wall shear stress.
One can see that the model fits the correlations quite

well. Three of the selected combinations of inlet param-
eters correspond to T3 cases with zero pressure gradient,
namely to T3A-, T3A and T3B. Results for these three
cases have corresponding labels in Figure 2.

Results for Non-Zero Pressure Gradient
When the distribution of the external boundary layer
edge velocity Ue(x) obeys a certain power law of x, so-
lutions of the laminar boundary layer equations become
self-similar with a parameter corresponding to a constant
λθ. The solution of these self-similar equations is known
as Falkner-Skan series of profiles. A profile from this
series is defined by the parameter β which enters the
formula for Ue(x) in the following way:

Ue(x) = U0(x− x0)
β

2−β (1)

Positive β correspond to favorable pressure gradients

characterized by positive while negative β stand for ad-
verse pressure gradients with negative λθ. The value of
λθ = −0.0681 corresponds to separation onset.
Figure 3 shows the results of the γ-transition model

for a series of β values which corresponds to λθ values
as indicated on each plot. These simulations have been
used as a basis for the calibration of the coefficients. In
general, the selected set of constants provides a good
agreement with the empirical correlations. For strong
favorable pressure gradients (λθ = 0.0614), the model
follows the lower correlation bound given by the Mayle
criteria, but this was calibrated deliberately for the sake
of a compromise for the T3C5 test case. Matching the
experimental data of this test case requires somewhat
earlier triggering of transition in areas with favorable
pressure gradient.

Re-laminarization under strong favorable pres-
sure gradient
The last test case in this chapter is designed to in-
vestigate the ability of the transition model to predict
re-laminarization. Re-laminarization should occur in a
strong favorable pressure gradient when the acceleration
parameters

K = ν

U2
dU

dx
(2)

exceeds 3 × 10−6. Conversely, transition should never
occur until the acceleration parameter drops below 3 ×
10−6. A hypothetical test case has been proposed in or-
der to test the ability of the new transition model to pre-
dict relaminarization. The test case is identical to T3A
up to the streamwise coordinate x = 0.7[m], at which
point a strong favorable pressure gradient is imposed in
the boundary layer code. Figure 4 shows the distribution
of the parameter K using U(x) = tanh(7x − 9) + 2 as
boundary layer edge velocity.

The skin friction calculated by the boundary layer
code for the laminar, transitional and turbulent cases are
shown also in Figure 4. It is seen that the model does in
fact predict re-laminarization once the acceleration pa-
rameter exceeds 3 × 10−6. It also predicts re-transition
downstream once the strong favorable pressure gradient
has subsided.

3 Model Validation
Figure 5 presents a comparison of the measured and com-
puted skin friction coefficients for all T3 cases and the
Schubauer-Klebanoff case. The results of all test cases

Figure 3: Critical momentum thickness Reynolds num-
ber predicted by the current model for equilibrium
boundary layer flows developing on a flat plate under
adverse and favorable streamwise pressure gradient con-
ditions Comparison with established correlations
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Figure 4: Re-laminarization test case: (left) acceleration
parameter K and (right) skin friction coefficient

with zero pressure gradient (T3B, T3A, T3A- and the
Schubauer- Klebanoff) are summarized in the upper row
of Figure 5. In general, the agreement of the new model
with the experimentally measured skin friction and tran-
sition locations is good. The model was able to pre-
dict transition from a Reynolds number (based on plate
length and inlet velocity) of 50 000 all the way out to
3 × 106 as the freestream turbulence was lowered. The
results of the new model are compared against those of
the γ−Reθ model. The new model gives a steeper tran-
sition, which is especially noticeable for the T3A- case.
Results for the cases with streamwise pressure gradient

are summarized in the lower row of Figure 5. For the test
case with favorable pressure gradient (T3C5), the new
model results in good predictions. The γ − Reθ model
gives too late transition, which is apparently due to the
fact that the model was tuned on higher inlet turbu-
lence intensity for this test case. Namely, Tu = 4% was
used for the T3C5 cases, while the experimental value
was 3% as for all other T3C cases. Naturally, the model
gives later transition when Tu is reduced back to 3%.
In the present work, this decay was matched with the
original Tu value from the experiment equal to 3%. For
the case with transition near the suction peak (T3C2)
the new model delays the transitional process and in the
adverse pressure gradient zone (T3C3) it results in lam-
inar separation, which is not the case in the experiment.
The reason for this behavior was investigated by com-
paring the exact momentum thickness Reynolds number
from the laminar boundary layer code with the critical
Reynolds number from the AGS correlation (note that
the γ transition model reproduces the AGS correlation
fairly closely in the Falkner-Skan simulations). Figure 6
shows the AGS correlation for the T3C2 and the T3C3
test cases against the actual momentum thickness of the
boundary layer. For the T3C2 case, transition starts in
the experiment at around x = 0.8−0.9. At that location,
the AGS correlation is much higher (Reθc ≈ 600) than
the actual Reθ of the boundary layer (Reθ ≈ 390). It
is not clear, why the experiment starts to transition at
such a low Reθ for this case. The intersection between
the AGS correlation and the boundary layer Reθ occurs
at around x = 1.05. The γ-model does actually start
to produce intermittency at that location, but then the
remaining running-length to separation is not sufficient
to complete the transitional process, so that the model
transitions only after separating.
The situation is similar for the T3C3 case, where the

AGS correlation and the actual Reθ do not or only barely
intersecting at x = 1.2 and then diverge again from each
other.
The γ − Reθ model overcomes this problem by using

modified correlations specially tuned for the T3C cases
together with additional empirical calibration of the Reθ

equation aimed at reducing the original freestream Reθ.
This is one of the reasons for the complexity of the
γ−Reθ model formulation and the large number of con-
stants involved. The goal of the current formulation is
to avoid this level of complexity in favor of a simpler
formulation which can be more easily calibrated by the
user. The quality of predictions of the T3C2 and T3C3
cases could be improved simply by adjusting the con-
stant responsible for the sensitivity to adverse pressure
gradient (Menter et al, 2015). However, such a change
breaks the calibration for Falkner-Skan profiles. Appli-
cation of the γ-transition model to 2D blade test cases
revealed that the calibration based on Falkner-Skan pro-
files is preferable over the one tuned specially for T3C.
Therefore, the Falkner-Skan based calibration is used for
all further studies.

Figure 5: Skin friction coefficient for flat plate test cases:
(upper row) zero pressure gradient cases; (lower low)
cases with streamwise pressure gradient
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Figure 6: Skin friction coefficient for flat plate test cases:
(upper row) zero pressure gradient cases; (lower low)
cases with streamwise pressure gradient

It should also be noted for completeness that there are
significant differences between the simulations and the
experiments in the wall shear stress for the T3C cases
already in the laminar region. It was not possible to
trace the source of this discrepancy. Even fully laminar
simulations without any turbulence maintained a signif-
icantly higher laminar wall shear stress than observed
in the experiments. It is a discrepancy which puts a
question mark on the data. It was attempted to modify
the Re number in order to match the laminar wall shear
stress. The required Re number increase for the T3C2
and T3C3 cases was about 30%. This lead to a sig-
nificantly improved transition location, but the change
is clearly outside any conceivable measurement uncer-
tainty. Similar discrepancies between model predictions
and data have been observed by Ge at al. (2014).

4 Application Test Cases
NACA 0021 airfoil
The NACA 0021 airfoil is a 21% thick symmetrical airfoil
representative for horizontal-axis wind turbine (HAWT)
applications (Salwell, 2005). The experimental results
were obtained in the wind tunnel at the Monash Uni-
versity. The airfoil profile can be seen from the compu-
tational mesh used for the present calculations (Figure
7). The grid was of a C-type with the total number of
hexahedral elements 118 000.
In this study, the experimental results are compared

to the numerical results obtained using the γ transition
model, the γ −Reθ model and the SST (fully turbulent)
model. All calculations were performed assuming incom-
pressible flow and a Reynolds number of 2.7 × 105. The
inlet turbulence level was selected so that the freestream
turbulence level around the airfoil was approximately
0.6% which corresponds to the turbulence level in the ex-
periments. The simulations were carried out for a range
of angles of attack from 0◦ up to 28◦ with the increasing
step of 1◦. This range of angles covers the so-called deep
stall regime when the flow separates from the leading

Figure 7: Skin friction coefficient for flat plate test cases:
(upper row) zero pressure gradient cases; (lower low)
cases with streamwise pressure gradient

Figure 8: Lift coefficient for NACA 0021 airfoil

edge of the airfoil. The predicted CL distribution as a
function of angle of attack is shown in Figure 8.

For angles lower than the critical one (deep stall angle,
18◦ in the experiments), transitional simulations predict
a separation bubble close to the leading edge which al-
ters the pressure distribution in this region and gives
higher CL values compared to the fully turbulent sim-
ulations. The positive result of capturing this effect is
especially visible for the medium angles between 5◦ and
15◦. Airfoils stall occurs when the trailing edge turbu-
lent separation meets the back-end of the laminar sepa-
ration bubble. This critical angle is overestimated by the
γ − Reθ model, while the result of the γ-model is quite
close to the experiment, due to a slightly larger laminar
bubble predicted by the γ-model.

Pratt and Whitney Pak-B low pressure
turbine cascade
Huang et al. (2003) conducted experiments on the Pak-
B blade cascade for a range of Reynolds numbers and
turbulence intensities. The experiments were performed
at the design incidence angle for Reynolds numbers of
50 000, 75 000, and 100 000 based on inlet velocity and
axial chord length, with turbulence intensities of 0.08%,
2.35% and 6.0% (which corresponded to values of 0.08%,
1.6%, and 2.85% at the leading edge of the blade). In
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the experiments of Lake et al. (1999, 2000) the Pak-B
cascade was investigated for Reynolds numbers of 43 000,
86 000, and 172 000 and freestream turbulence intensities
of 1.5% and 10% (1.0% and 4.0% at the leading edge).
Some of these cases were selected for the simulations in
the present work. The computational grid consisted of
143 336 hexahedral elements.
Figure 9 shows the results of the simulations. In this

figure, the computed pressure coefficient distributions for
various Reynolds numbers and freestream turbulence in-
tensities are compared to experimental data. The most
important feature of this test case is the extent of the
separation bubble on the suction side, characterized by
the plateau in the pressure distribution. The size of the
separation bubble is actually a complex function of the
Reynolds number and the freestream turbulence value.
As the Reynolds number or freestream turbulence de-
crease, the size of the separation and hence the pressure
plateau increases.
The computations with the new transition model com-

pare quite well with the experimental data for all of the
cases considered, illustrating the ability of the model
to capture the effects of Reynolds number and turbu-
lence intensity variations on the size of a laminar separa-
tion bubble and the subsequent turbulent reattachment.
It should be stressed, that the fully turbulent simula-
tions completely miss this phenomena since the bound-
ary layer remains attached over the entire length of the
suction surface.
Significantly more cases are reported in Menter et al.

(2015), including unsteady rotor-stator cases and full 3D
compressor simulations.

5 Summary
A overview of the current state of the model development
within the LCTM family has been provided. The new γ-
transition model is part of the LCTMmodel family and a
further development of the γ−Reθ model. It solves only
one transport equation for the turbulence intermittency,
γ and avoids the need for the second Reθ equation of the
γ − Reθ model. The new model has several advantages
over the γ−Reθ transition model. Firstly, it reduced the
computational effort by solving only one transport equa-
tion instead of two. In addition, it avoids the dependency
of Reθc equation on the velocity U . This makes the γ-
transition model Galilean invariant. It can therefore be
applied to surfaces which move relative to the coordinate
system for which the velocity field is computed. Finally,
the model formulation is simple and can be fine-tuned
based on a small number of user parameters. Like the
γ − Reθ model, the γ model is based strictly on local
variables. The γ model preserves the main character-
istics of LCTM formulations of combining conventional
transport equations with experimental correlations.
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Abstract
The aim of this work is to describe the development of a
new transition model for turbomachinery flows based on
a phenomenological approach. The main modelling con-
cepts obtained from the combination of experimental ob-
servations and theoretical knowledge are presented and
used to form the mathematical formulation of the model.
Furthermore, an overview of the numerical methods used
for the implementation of the model is given. Finally,
flows over an industrial high-lift low-pressure turbine cas-
cade are computed and compared to experimental data
to illustrate the capability of the new model.

1 Introduction
Boundary layer transition is well-known to have an im-
portant impact on the performance of some components
of the current generation of jet engines. Unfortunately,
transition consists in successive and very complex phe-
nomena which are not yet completely understood. For
this reason, it is tempting to derive models relating the
occurrence of transition to well-chosen sets of flow vari-
ables. This approach relies on experimental data and the
models stemming from it are denoted in the literature as
correlation-based.

In the past years, numerous correlation-based mod-
els have become very popular for research and industry
purposes, probably because of their user-friendliness and
relative broad range of applicability. However the capa-
bility of such models are inherently limited by the scope
of experiments used to derive them. This can be ob-
served in the work of Longhitano [1], who modified the
γ-ReΘ model of Langtry and Menter [2] to simulate the
long and open separation bubbles occurring in the T106C
cascade: the investigated setup allows to reproduce the
effects of bubble bursting for this cascade, but the results
for other cascades are very poor.

An other family of models, based on the laminar ki-
netic energy concept, is reported in the literature to be
able to simulate also transition successfully. Concern-
ing specifically turbomachinery flows, the model of Pac-
ciani et al. [3] has been designed to simulate open, long
and short separation bubbles. This ability is confirmed
by Marciniak [4] but it is also noted that the range of
applicability of this model is restricted to low-Reynolds
flows with a relatively small level of turbulence intensity.
Additionally, the model does not use a fully local for-
mulation and does not simulate bypass transition, which
greatly reduces the possibilities to use it in an industrial
environment.

It is then important to derive a new model using only
local variables and being able to simulate the different

types of separation bubbles as well as bypass transition.
Additionally, transition predictions should be possible
for the whole range of flow conditions found in a tur-
bomachine. To do so, it is chosen to derive the model
accordingly to a phenomenological approach. This pub-
lication summarizes the main findings of such a work.
First, the main physical ideas are presented followed by
the complete formulation of the model. Then, some de-
tails concerning the implementation of the model are
given and finally some computations of flows over a low-
pressure turbine cascade are discussed to assess the per-
formance of the model.

2 Derivation of the Model
2.1 Laminar Kinetic Energy
With the help of experiments and mathematical anal-
ysis, Mayle et al. [5] show that in a laminar boundary
layer subjected to free-stream turbulence, low-frequency
stream-wise fluctuations are present upstream of the
start of bypass transition. The authors denote the energy
relative to these fluctuations as laminar kinetic energy.

Moreover, the experimental data relative to the de-
velopment of separation bubbles presented by Volino [6]
proves also that low-frequency stream-wise fluctuations
can be found prior transition onset in laminar shear lay-
ers. Therefore, the concept of laminar kinetic energy
can be extended to the description of separation-induced
transition. Numerous experiments demonstrate that the
presence of this energy has a very limited impact on the
flow. It is then chosen to neglect the direct influence of
laminar kinetic energy on the flow.

Similarly to the work of Walters [7], it can be no-
ticed that the Reynolds-averaged equations are valid for
any kind of flow, e.g. laminar, transitional or turbulent.
It this then possible to describe the evolution of lami-
nar kinetic energy by a transport equation similar to a
Reynolds stress equation. Obviously, since the laminar
and turbulent kinetic energies are of different nature, it
is expected that they obey to different physics and con-
sequently a specific modelling must be developed.

2.2 Transition Representative Length
The use of a phenomenological approach enables to take
into account the mechanisms governing the evolution
of the laminar kinetic energy in the formulation of the
model. A detailed literature review, found in [8], shows
that a large number of phenomena can be potentially
related to the production of laminar kinetic energy. Es-
pecially for shear layers, many studies consider that the
Kelvin-Helmholtz instability is the principal mechanism
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Figure 1: Stream-wise Velocity Profile of a pre-
transitional boundary layer

producing laminar kinetic energy. However, the analy-
sis of the results of Volino [9], Makiel et al.[10], Diwan
et al.[11] and Winant et al.[12] lead to the conclusion
that the appearance of laminar kinetic energy is linked
to mechanisms similar to those involved in bypass tran-
sition. Therefore only these mechanisms are taken into
account in the modelling.
Since it is assumed that only bypass mechanisms gen-

erate laminar kinetic energy, it is possible to use the re-
sults of Lardeau et al.[13] stating that for bypass transi-
tion, the production term is proportional to the square
of the strain norm. In order to be dimensionally con-
sistent, the modelled production term P ∗

kl
must be mul-

tiplied by a factor having the dimension of a viscosity.
Eq. (1) details the modelling of this factor as the product
of the square root of the laminar kinetic energy, kl, and
a length representative of transition ltr - with Ca being
a calibration constant.

P ∗
kl

= Ca
√
klltrS

2 (1)

The transition representative length must scale with a
characteristic size of the bypass transition mechanisms.
For instance, the distance between the solid surface and
the height where the non-turbulent fluctuations are pro-
duced can be chosen. Using again the result of Lardeau
et al. [13], it can be deduced that laminar kinetic energy
is produced where relatively high values of the strain
norm are present. This fact is used to design the numer-
ical filter HS , detailed in Eq. (2), aiming to discriminate
the regions of high non-dimensionalised strain norms S∗.

HS =
{

1 if S∗ ≥ CH
0 otherwise (2)

For an arbitrary chosen value of the calibration con-
stant CH , the action of the numerical filter HS on
the stream-wise velocity profile U of a pre-transitional
boundary layer is shown in Figure (1) and Figure (2).
The computation of the transition representative length
is carried out by multiplying the result of the numerical
filter HS by the wall distance y as seen in Eq. (3).

ltr = y ∗HS (3)
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Figure 2: Action of the numerical filter HS on a pre-
transitional boundary layer

This formulation allows to compute the transition rep-
resentative length in shear and boundary layers accord-
ing to only one method based on local values. Finally, it
must also be noted that the formulation of the produc-
tion term takes only into account the amplification of
the laminar kinetic energy. Indeed, according to Eq. (1)
a non-zero value of laminar kinetic energy must be found
in order to activate the production term. The next sec-
tion will clarify how this condition is satisfied by the
model.

2.3 Stagnation Point Flows
The definition of the laminar kinetic energy used for the
derivation of the model implies that this quantity is only
found in significant amount in boundary and shear lay-
ers. For this reason, in the free-stream, the presence of
laminar kinetic energy should be negligible. The laminar
kinetic energy required to start the amplification must
be created by an other mechanism involved into bypass
transition, namely the penetration of disturbances from
the free-stream into the boundary layer. The situation at
the vicinity of the leading edge of a turbomachine blade
-also denoted as stagnation point flows- is of particular
interest.

The work of Gostelow et al. [14] demonstrates that up-
stream of the leading edge of a compressor blade, signifi-
cant amount of vorticity can be found. In accordance to
the well-known mechanisms of vortex tilting and stretch-
ing, the presence of vorticity can be interpreted as an
increase of turbulence kinetic energy. The nature of the
fluctuations is investigated by Kestin et al. [15] who show
that in stagnation point flows, three-dimensional insta-
bilities appear. Since these fluctuations are caused by an
instability mechanism, their nature can be assumed to be
non-turbulent. The experiments of Bearman [16] reveal
that along the stagnation streamline, an amplification or
damping of the fluctuations occurs, depending on their
length scales. Despite the fact that the nature of the
fluctuations changes close to the leading edge of a blade,
there are no direct evidences proving that they are non-
turbulent. Nevertheless, in this work, it is assumed that
turbulent kinetic energy becomes laminar kinetic energy
close to the leading edge.
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In the model, this mechanism is taken into account via
an additional production term, which derivation is based
on the work of Kato and Launder [17]. Indeed, near a
stagnation point, S2 � SΩ while S2 ≈ SΩ otherwise.
These observations are used to derive the production
term of laminar kinetic energy related to the penetra-
tion of fluctuations close to the stagnation point Pstg,
detailed in Eq. (4).

Pstg = max

(
µt

(
S2 − 2

3 kt
∂Ui
∂xi
− SΩ

)
, 0.0

)
(4)

2.4 Formulation of the Model
In this work, the laminar kinetic energy is considered to
have no direct influence on the flow. It follows that in
order to be able to modify the flow, the laminar kinetic
energy equation must be coupled to a turbulence model.
Due to its relative simplicity and robustness, the k − ω
model of Wilcox [18] has been selected.
The complete formulation of the transition model con-

sists in the three transport equations Eq. (5), Eq. (6)
and Eq. (7).

Dρkl
Dt

= Pkl
+ ∂

∂xj

[
µ
∂kl
∂xj

]
− 2µkl

y2 − T (5)

Dρkt
Dt

= f2(Pkt−β∗ρωkt)+
∂

∂xj

[
(µ+ σkµt)

∂kt
∂xj

]
+T−Pstg

(6)

Dρω

Dt
=
(
α
ω

k

)
Pkt − βρω2 + ∂

∂xj

[
(µ+ σωµt)

∂ω

∂xj

]
(7)

The final formulation of the production term of lam-
inar kinetic energy, given in Eq. (8), takes into account
the two mechanisms involved in bypass transition dis-
cussed previously and is in accordance with the principle
of completion developed by Chassaing [19].

Pkl
=
{
Pstg if Pstg > 0.0
P ∗
kl

otherwise (8)

In order to be able to predict transition, the boundary
layer must be laminar, at least at its beginning, to en-
able the production of laminar kinetic energy. For this
reason, the function f2, given in Eq. (9) and Eq. (10), is
introduced to modulate the production and dissipation
of turbulent kinetic energy.

f2 = 1− exp
(
−ψ2

C2−1

)
(9)

ψ2 = max

(
ρkt
µω
− C2−2; 0.0

)
(10)

Transition is triggered by a transfer of laminar to tur-
bulent kinetic energy. This is incorporated in the model
via the term T defined in Eq. (11).

T = CT f1ωkl (11)

f1 = 1− exp
(
−ψ1

C1−1

)
(12)

ψ1 = max

(
ρ(kt + kl)

µω
− C1−2; 0.0

)
(13)

It is interesting to note that the transfer variable cho-
sen is ρ(kt+kl)

µω . This term is designed to avoid any un-
physical halt of transition which would be caused by the
activation of T .

The eddy viscosity µt is computed using the so-called
Durbin limitation [20], defined in Eq. (14) and Eq. (15).
This correction of the turbulence model ensures the re-
alizability of the predicted Reynolds stress.

µt = CµρktTD (14)

TD = min

(
1

Cµω
,

1√
6CµS

)
(15)

The boundary conditions for Eq. (6) and Eq. (7)
are the same as those used by Wilcox [18]. Concern-
ing Eq. (5), at the inlet as well as on solid surfaces, the
laminar kinetic energy is equal to zero. At the outlet
of the computational domain, the flux of laminar kinetic
energy is set to zero.

The model obtained is named LKE-TRL in order to
avoid any confusion with the different three-equations
models based on the laminar kinetic energy concept
found in the literature. More details about the derivation
can be found in [8], Chapter 3.

3 Numerical Methods
The model has been implemented in DLR’s in-house flow
solver dedicated to the simulation of turbomachine com-
ponents TRACE. The viscous fluxes are discretized using
a central difference scheme while for the convective fluxes
the TVD upwind scheme of Roe is used. The numerical
methods used for the implementation of the model can
be found in [8], Chapter 4.

4 Application: T107 Cascade
4.1 Flows Investigated
The low-pressure turbine cascade T107 stems from a
blade design of MTU Aero Engines and it can be de-
noted as a high-lift profile. This qualification is usually
given to a turbine cascade when its Zweifel number -Zw
defined in Eq. (16)- is greater than 1.0.

C

s

Cax
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β2

emin

Figure 3: Geometry of a low-pressure turbine cascade
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Zw = 2 s

Cax
cos2 α2 | tanα2 − tanα1 | (16)

With the help of the angle defined in Figure (3), the
Zweifel number for the T107 is found to be equal to 1.12.
Additionally, the cascade is designed so that on the suc-
tion side, the suction peak is located at approximately
60% relative chord, meaning that the blade’s design is
aft-loaded. Consequently, a strong adverse pressure gra-
dient can be expected downstream of the suction peak
which could favor the separation of the boundary layer.
In the following, in order to preserve the proprietary na-
ture of the design, the cascade geometry is not further
detailed and all the results presented are scaled with ar-
bitrary chosen values.

The experimental investigations have been carried out
at DLR and the measurements have been reported by
Hoeger [21]. The wind tunnel used for the measurements
enabled to vary independently the Mach and Reynolds
numbers. It was to chosen vary the theoretical Reynolds
number Re2th between 100, 000 and 900, 000 while the
Mach number remained unchanged to the design value.
In particularly, for a low-pressure turbine, it is of prime
interest to investigate the flows at the lowest Reynolds
numbers since they are representative of the cruise con-
ditions. Moreover, in order to be closer to the conditions
found in a jet engine, turbulence has been generated in
the wind tunnel with the help of a passive grid. The tur-
bulence grid was located in front of a contraction and far
enough from the cascade to consider that the turbulence
generated was isotropic and homogenous. During the ex-
periments, the free-stream turbulence intensity was equal
to approximately 4.0%.

4.2 Performance of the Cascade
The performance of a low-pressure turbine is evaluated
by its ability to deviate the flow with an acceptable level
of losses. Obviously, the evolution of these two parameter
depends on the occurrence of transition on the cascade.
Therefore, two parameters are chosen to evaluate the
capability of the transition model to simulate transition,
namely the total pressure losses, defined in Eq. (17) and
the exit angle β2, defined on Figure (3).

ζ = P01 − P02

P01 − P2
(17)

As written previously, the losses are scaled by a ref-
erence value chosen arbitrarily ζRef while an exit flow
angle resulting from the inviscid theory β2(inviscid), de-
fined in Eq. (18), is subtracted from the true value of
exit flow angle β2.

sin β2(inviscid) = emin
s

(18)

The scaled losses and exit flow angles are shown in Fig-
ure (4) and Figure (5) respectively. The losses computed
by the model match very well the experimental values.
As expected, the losses increase as the Reynolds num-
ber decreases. Especially close to Re2th = 200, 000, the
model is able to reproduce the rapid increase of the losses
related to the bubble bursting phenomenon reported by
Hoeger [21].

The exit flow angles computed by the model are able
to reproduce the trend of the experimental data, despite
an offset of less than one degree. A striking feature of
the experimental data is that the flow exit angle starts
only to increase notably when the Reynolds number falls
below 200, 000. This augmentation is also a consequence
of the bubble bursting.
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From this analysis, the model is able to simulate quite
accurately the global performance of the low-pressure
turbine cascade. However a more complete analysis, en-
abling to evaluate in more details the ability of the model
to predict the flow physics can be found in [8], Chapter 5.

5 Conclusion
This paper shows that a new transition model derived
according to a phenomenological approach can success-
fully simulate flows of engineering relevance for turbo-
machines. Furthermore, the capability of the model
to predict transition on different industrial turbine and
compressor cascades has been investigated and analyzed
in [8], Chapter 6.

From the comparisons between the computations and
the experiments, it seems that the modelling of tran-
sition by the mechanisms involved in bypass transition
when high levels of turbulence free-stream intensity are
present is adequate for a lot of flow conditions. Indeed,
in addition to bypass transition and the different types
of transition bubbles, the model demonstrates its ability
to predict also shock-induced transition as well as tran-
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sition in wakes. Obviously, the simulations of flows at
low free-stream turbulence intensity and low Reynolds
number are not satisfactory since the mechanisms re-
lated to bypass transition are not involved in these cases.
However with the phenomenological approach presented
here, it can be hoped that additional mechanisms, such
as the Kelvin-Helmholtz instabilities or the Tollmien-
Schlichting waves, can be in the future incorporated into
the model to improve its performance. To this aim, the
analysis of DNS computations of flows over low-pressure
turbine and compressor cascades published recently can
be carried out to confirm -or invalidate- the current views
on the transition process.
For the author of this paper, this is currently the best

direction to follow for the derivation of the transition
models required for the design of greatly improved jet
engines.
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Abstract
Laminar to turbulent transition occurs in a broad range
of industrial applications, and in nature. There are many
mechanisms (natural or bypass) that lead to transition.
Accurately predicting both the onset location and length
of transition has been persistently difficult. A new, lo-
cal, intermittency function-based transitional model for
both low (<1%) and high freestream turbulence inten-
sity flows, over smooth and rough surfaces, is introduced
and formulated. It is coupled with the k-ω RANS model.
Only a single transport equation for intermittency func-
tion is used and non-local operations were avoided in or-
der to satisfy the requirements of general-purpose CFD.
Equivalent sandgrain roughness and the displacement of
origin approaches were employed to model surface rough-
ness.
The intermittency model was validated on the ER-

COFTAC experimental zero-pressure-gradient smooth
flat plate boundary layer cases T3A-, T3A, T3B with
leading-edge freestream turbulence intensity 0.9%, 3.5%,
6%, respectively. Skin friction profiles agree well with the
experimental data. The model was then tested on flow
over Stripf’s low pressure turbine blade, with a broad
range of roughnesses, from hydraulically smooth to fully
rough. The Nusselt number along the blade surface pre-
dicted by the current model is compared with Stripf’s
experimental data and the agreement for both the tran-
sition onset location and transition length is decent.

1 Introduction
Rotor blades, such as in turbines or rotorcraft, often
are subjected to laminar-turbulent transition with either
high or low perturbations, and often operate in harsh
conditions, which lead to variable surface roughness. It
is important to be able to estimate the influence of tran-
sition and roughness on their aerodynamic and/or heat
transfer performance, through CFD modelling.

1.1 Transition Modeling on Smooth
Surfaces

Accurate prediction of laminar to turbulent transition
remains a difficulty for general-purpose CFD engineer-
ing modelling. One reason is that transition occurs via
different mechanisms in different situations. For aerody-
namic flows with very low freestream turbulence intensi-
ties (. 0.2%), laminar to turbulent transition starts with
linear instabilities, such as Tollmien-Schlichting waves,
which develop downstream as nonlinear modes, and final

break down to turbulence. This is called natural transi-
tion [1, 2]. However, for freestream turbulence intensities
& 1%, the transition occurs via diffusion of turbulence
into the laminar boundary layer. This is called bypass
transition [3]. There also are other transition mecha-
nisms; for instance, separation-induced transition, which
occurs in the detached shear layer. It is quite difficult
for one model to accommodate all such mechanisms.

There has been a renewed effort on transition mod-
elling recently. One focus has been to combine Reynolds
Averaged Navier-Stokes (RANS) based turbulence mod-
els with a transition criterion. For instance, an empir-
ical critical Reynolds number is compared to the flow
Reynolds number. This approach invokes an integral
boundary layer thickness [4, 3, 5]. To avoid the integral
thickness, [2] proposed a method that links only local
boundary layer quantities to a correlation for the critical
vorticity Reynolds number [6]. More specifically, it cou-
ples two additional transport equations (for the intermit-
tency function γ and the transition momentum thickness
Reynolds number Reθt) with the SST k−ω based RANS
turbulence model. It is often called a ‘correlation-based’
γ −Reθt transition model.

A simpler approach is to use only one transport equa-
tion, for the intermittency function γ, and only local
variables. Such a model was first proposed in [7], using
the intermittency approach of [8]. This model was fur-
ther developed in [9, 10] and some further improvements
are described herein.

1.2 Roughness Studies
Section 1.1 cited studies of transition modelling on
smooth surfaces; there are very few studies of transi-
tion modelling on rough surfaces. Roughness effects on
wall-bounded flows has been referred to as an “Achilles
Heel of CFD” [11, 12]. Although there have been many
experimental studies of turbulent flows over rough walls
(see [13] for a review), there are very few benchmark
data sets for transition on rough surfaces. Here we use
the turbine data of [14].

Roughness is commonly characterized by an equivalent
sandgrain height (r), as first proposed by Schlichting [15].
He defined r as the size of sandgrain in a certain pipe flow
experiment producing the observed skin friction. Some
researchers proposed correlations to compute r ([16, 17,
18]). The correlation proposed by Koch and Smith [18]
only uses statistical parameters of the surface roughness
to calculate r.
A displacement of origin concept [19] provides a way

to incorporate the equivalent sandgrain roughness into
the RANS turbulence model, through modified bound-
ary conditions. A hydrodynamic roughness is obtained
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from the sandgrain roughness via a calibration proce-
dure which fits the log-law displacement predicted by
the model to an empirical formula. Then the rough sur-
face is represented by modified boundary conditions for
model field variables [20]. This method is applied to k−ω
based RANS turbulence in [21, 22]. Another objective of
the current study is to apply the displacement of origin
and equivalent sandgrain roughness concepts to bypass
transition modelling.

2 Intermittency Transport Model
2.1 Model for smooth walls
As an improvement on the model of [9], the present for-
mulation for smooth walls can accommodate transition
at low turbulence intensity. This improvement was made
mainly by modifying the source and sink terms of the in-
termittency transport equation. In addition, the new
model replaced ramp functions with smooth functions,
so that it can be applied to optimization, etc.
The formulation of the new model for smooth walls

starts from the intermittency transport equation [8]:

Dγ

Dt
= Dγ + Pγ − Eγ . (1)

Dγ is the diffusion term, defined as

Dγ = ∂j

[( ν
σl

+ νT
σγ

)
∂jγ
]
, (2)

where σl = 5.0 and σγ = 0.2 are empirical coefficients.
Pγ is the source term, defined as

Pγ = Fγ |Ω| (γmax − γ)√γ, (3)

where γmax = 1.1, |Ω| =
√

2ΩijΩij ,

Fγ =2 [1 + tanh(4(90−Rν))]×
[1 + tanh(4 (Rν − 1.08Rc1))] . (4)

The ramp functions in [9] are replaced by tanh’s. The
parameters are

Rt ≡
νT
ν
,

Tω ≡ R2
t

|Ω|
ω
,

Rν ≡
d2|Ω|

2.188ν ,

Rc1 = 272
T 2
ω

+ 55.


(5)

Compared with [9], Tω, Rc1, Fγ were modified to
strengthen the influence of Rt, as Rt is closely related
to the turbulence level. The critical Reynolds number
for transition is approximately inverse to the free stream
turbulence intensity, and it increases quickly when the
free stream turbulence intensity decreases below 1% [3].
Eγ is the sink term, driving γ to zero in order to have

a laminar region before transition, and vanishing after
transition. It is defined as

Eγ = GγFturb|Ω|γ1.5, (6)

with
Fturb = e−(RνRt)1.2

. (7)

The ramp was replaced by a smooth function, and Gγ
was modified as follows:

Gγ = 1.875 [1 + tanh(4(100−Rν))]×
[1 + tanh(4 (Rν − 16))] . (8)

The intermittency function γ enters the k-ω model
through the term γeff , which multiplies the production
term of the k equation:

Dk

Dt
= min

(
2νT |S|2, k|S|/

√
3
)
γeff − Cµkω+

∂j

[(
ν + νT

σk

)
∂jk
]
,

(9)

Dω

Dt
= 2Cω1|S|2 − Cω2ω

2 + ∂j

[(
ν + νT

σω

)
∂jω

]
. (10)

Otherwise,this is the standard model, with νT = k/ω,
Cµ = 0.09, Cω1 = 5/9, Cω2 = 3/40, σω = σk = 2. The
transition term is

γeff = max [min (1, γ) ,min (2, FRtFRνFRs)] , (11)

where
FRt = e−(Rt/10)3

, (12)
FRν = max (Rν − 200, 0) , (13)

FRs = min [1.0,max (10 + 5Rs, 0)]×
min [1.0,max (10− 5Rs, 0)] . (14)

The intermittency transport equation allows γ to be
greater than 1, but a limiter, min (1, γ), clips off these
values. This is done to ensure that γ is driven exactly to
unity.
Rs is the adverse pressure gradient detector, which is

used to account for the influence of both adverse pressure
gradient and separation. It is defined as

Rs ≡ d ·
nw · ∇|S|ω√

2|S|2
, (15)

where |S| =
√
SijSji and nw the unit wall normal vector.

2.2 Roughness Modification
Roughness affects the onset of transition, and it could
also influence transition length. Experimental studies
[23, 24, 25] have shown increased transition length for a
turbine blade with certain roughness, in the ‘transition-
ally rough’ turbulent regime.

In the current model, σγ in the diffusion term Dγ ,
which affects transition length, is modified as follows:

σγ = 0.2 + 0.5 [1 + tanh(0.4(36−Rr))]×
[1 + tanh(0.1 (Rr − 30))] , (16)

where,

Rr ≡
r
√

(ν + νT ) |Ω|
ν

, (17)

and r is the equivalent sandgrain roughness. Rr is similar
to r+, but Rr uses only local variables.

To accommodate the effect of roughness on transition
onset location, the model for smooth walls, presented in
the last section, is extended through the concept of the
effective origin [10]. Specifically, Rν and Rs become

Rν ≡
(d+ 0.26r)2 |Ω|

2.188ν , (18)
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Rs ≡ (d+ 0.26r) · nw · ∇|S|ω√
2|S|2

, (19)

where d is the wall distance.
The modified sink terms Gγ and Fturb are,

Gγ = 1.875 [1 + tanh(4(100 +Rc3 −Rν))]
[1 + tanh(4 (Rν − 16−Rc2))] , (20)

and
Fturb = e−(RνnewRt)

1.2
, (21)

where

Rc2 = 3.0
[

(0.26r)2 |Ω|
2.188ν

]0.8

. (22)

The following modifications were introduced to avoid
a spurious roughness effect at leading edges:

Rq = 0.3
(d+ 0.26r)2√|Q|sign(Q)

ν
, (23)

Rc3 = max [min (Rq, 100) ,−100] , (24)

Rνnew = Rνe
−F 1.5

Q /350. (25)

FQ = max
[

0,
r2
√
|Q|sign(Q)
ν

]
, (26)

Q = ΩijΩij − SijSij . (27)
The functional dependence on FQ, Rc3 and Rνnew is

to account for the influence of strong favorable pressure
gradient [10]: |Ω| becomes very large in the near-wall
region with strong favorable pressure gradient, which
would make Rν so large as to cause the sink term to
vanish. The above modification is to reduce Rν in Fturb
(via Rνnew) and increase the upper bound of Rν in Gγ
(e.g. Rc3) of the sink term.

3 Validation Tests
3.1 Smooth Flat Plate Boundary Layer
The new model was first tested on transitional flows
over a smooth, flat plate, zero-pressure gradient bound-
ary layer, with different freestream turbulence intensities
(Tuin) and freestream velocities (U∞). The plate length
of 1.5 m and a kinematic viscosity of ν = 1.5×10−5m2s−1

were selected in order to compare with the ERCOFTAC
T3A-, T3A, and T3B cases. T3A-, T3A, and T3B have
U∞ = 25m/s, 5.2m/s, 9.4m/s, and Tuin = 0.9%, 3.5%,
6%, respectively.
The inlet turbulent kinetic energy kin =

1.5(TuinU∞)2 and specific dissipation rate
ωin = kin/(Rtν) were specified. Rt is determined
by matching the computed Tu(x) to data. The
freestream turbulence intensity profile is plotted in
Figure (1). It agrees excellently with the experimental
data. We found Rt = νt/ν = 8.7, 14, 100 for T3A-,
T3A, and T3B, respectively.
The predicted skin friction coefficient Cf for the cur-

rent model is compared with the original model [9, 10]
and the experiment data for T3A-, T3A and T3B in Fig-
ure (2), Figure (4), and Figure (5), respectively. It can
be seen from Figure (2) that for the low Tu case T3A-,
the current model significantly improves the prediction:

transition moves from 0.5 × 106 to 1.7 × 106, in good
agreement with the experimental value. (Note that the
transition location is defined as the location where Cf
starts to rise significantly toward the turbulent level).

It is also noted that the predicted Cf right before tran-
sition for T3A- seems a little higher than the experimen-
tal values, which may be explained by the contours of in-
termittency function γ, displayed in Figure (3). Through
molecular and turbulent diffusion, freestream turbulence
is diffused into the laminar boundary layer right after the
leading-edge of the plate, which promotes generation of
the turbulence kinetic energy. The sink term (Eγ) coun-
ters this, and causes γ to drop to zero, except in a layer
very near the wall. That thin layer is in the model to
prevent the sink from switching on next to the wall in
fully turbulent flow.

The current model improves the prediction for flows
with very low freestream Tu, but at the same time, it
maintains the good prediction for higher Tu. Figure (4),
Figure (5) show that the current model gives similar pre-
dictions as the original model for cases T3A and T3B.
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3.2 Rough Low Pressure Turbine Blade
The Stripf’s [23, 25] low pressure turbine (LPT) was se-
lected for validation tests. The computational domain
is shown in Figure (6). The true chord c = 113.34 mm;
Uin = 33.086 m/s; Tuin = 3% and Rein = 250, 000.
The roughness height ranges from 0 to 395 µm (fully
rough). The blade temperature is set as 300◦K and the
fluid 400◦K. ρ = 1.2 kg/m3, Cp = 1, 000 m2/s2K. The
laminar and turbulent Prandtl numbers are set as 0.72
and 0.86, respectively.

The inlet turbulence kinetic energy kin is mainly based
on the inlet turbulence intensity (Tuin), and the inlet
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(a) Current Model

(b) Original Model

Figure 3: The intermittency γ contour for T3A-. The
black solid line represents the edge of the 99% boundary
layer.
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specific dissipation rate ωin is adjusted based on the Tu
decay profile. As indicated in [10], however, there is some
uncertainty regarding the freestream turbulence around
the turbine blade. The kin and ωin in the current study

Figure 6: LPT Computational Domain

were adjusted based on the Nu profile for the smooth
surface. Then the influence of the roughness is modelled
by changing the equivalent sandgrain roughness (r). The
current Tuin is 1.5%, which is similar to [10].

The Nusselt number is defined as Nu = h c/κ, where
h is the heat transfer coefficient and κ is the thermal
conductivity. Nu distributions along the suction side of
the blade are plotted in Figure (7), compared with the
experimental data. The x coordinate is the surface dis-
tance normalized by the true chord (s/c). It can be seen
that the profiles are in good agreement to data on both
transition onset location and transition length, for the
various roughnesses. Compared with the smooth surface,
heat transfer on the rough surfaces rises earlier, and is
significantly enhanced.

4 Conclusion
A new local intermittency-function-based transition
model, for both low and high freestream turbulence
intensity, over smooth/rough surfaces, was introduced.
The roughness model was based on a modified displace-
ment of origin version of the k−ω RANS model and in ad-
dition. Only a single transport equation for the intermit-
tency function was needed. In order to satisfy general-
purpose CFD requirements, non-local operations, such
as computing boundary layer integral thickness, were
avoided in the current model.

The model validation tests were performed for vari-
ous types of flows over smooth/rough surfaces, such as
the ERCOFTAC experimental flat plate zero-pressure-
gradient boundary layer cases T3A-, T3A, T3B. The
predicted skin friction agreed well with the experimental
data.

The roughness model was validated on flows over
Stripf’s low pressure turbine blade with a range of rough-
nesses. The Nusselt number along the blade surface,
predicted by the current model, are in agreement with
Stripf’s experimental data; the agreement for both the
transition onset location and transition length is decent.
After transition, the suction side heat transfer is over
predicted. This implies that the k-ω model is not ac-
curate there; the post transition prediction of the RANS
model must be improved as part of improving the overall
prediction method.
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Abstract
The functioning of a recently developed algebraic model
for laminar to turbulent boundary layer transition under
high free-stream turbulence is illustrated [1]. The model
uses only local variables and is tuned for turbomachinery
flows. The transition model is combined with the newest
k − ω RANS turbulence model by Wilcox [2]. It takes
into account two effects in an attached pre-transitional
boundary layer: damping of short-wavelength distur-
bances induced by the free stream and breakdown of
the near-wall perturbed flow with generation of fine-scale
turbulence.

1 Physics of Transition
Transition from laminar to turbulent state in turboma-
chinery boundary layer flows is influenced by Reynolds
number, free-stream turbulence and pressure gradient.
With a turbulence level above 0.5-1 %, the free-stream
turbulence induces streamwise elongated disturbances in
the near-wall region of an attached laminar boundary
layer, termed streaks or Klebanoff modes. These are
zones of forward and backward jet-like perturbations al-
ternating in spanwise direction. The Klebanoff modes
grow downstream both in length and amplitude and fi-
nally some streaks cause turbulent spots. Transition is
then called of bypass type, which means that the insta-
bility by Tollmien-Schlichting waves is bypassed. By-
pass mechanisms are discussed by Hack and Zaki [3].
Klebanoff modes are initiated by deep penetration into
the boundary layer of low-frequency perturbations from
the free stream. The strong damping of high-frequency
components in a laminar boundary layer is called shear
sheltering. It is the stronger the higher is the shear rate.
There are two mechanisms by which the boundary layer
perturbed by streaks may become unstable. One is insta-
bility by inflection of the velocity profile in wall-normal
direction between the boundary layer edge and a low-
speed streak. The other is instability of the velocity
profile in wall normal direction in the overlap zone of
the leading edge of a high-speed streak and the trailing
edge of a low-speed streak. Both instabilities are trig-
gered by high-frequency components in the free-stream
turbulence, although these are sheltered by the bound-
ary layer. The breakdown is earlier and much faster than
with transition initiated by Tollmien-Schlichting waves.

In a boundary layer with laminar separation and
low free-stream turbulence, transition is initiated by in-
viscid Kelvin-Helmholtz instability of the laminar free
shear layer, with formation of spanwise vortices. They
group at selective streamwise wavelengths, analogous

to Tollmien-Schlichting waves in an attached bound-
ary layer [4]. The roll-up vortices break down as they
travel downstream. The breakdown process is rather
slow with low free-stream turbulence, but, under high
free-stream turbulence, the process of bypass transition
with formation of streaks in the pre-transitional attached
boundary layer prior to separation can co-exist with the
Kelvin-Helmholtz generated spanwise vortices in the sep-
arated layer. The breakdown of the vortex rolls is then
strongly accelerated by perturbations due to the Kle-
banoff modes. For sufficiently strong free-stream tur-
bulence, the Kelvin-Helmholtz instability may even be
bypassed by the breakdown of the streaks. So, a bypass
mechanism is possible in a separated shear layer, similar
as in an attached boundary layer.

2 Model for Bypass Transition
The transport equations for turbulent kinetic energy and
specific dissipation rate are

Dk

Dt
= γνsS

2 − β∗kω +Diff(k) (1)

Dω

Dt
= α

ω

k
νsS

2 − βω2 +Diff(ω) (2)

The factor γ (see later Eq. 7) is a multiplier of the
production term in the k-equation. It is a starting
function for the production of turbulent kinetic energy.
The production term is νsS

2 where νs is the small-
scale eddy viscosity (see later Eq. 5), which is part of
the full eddy viscosity vt. S is the magnitude of the
shear rate tensor S = (2SijSij)1/2, with components
Sij = 1/2(∂Ui/∂xj + ∂Uj/∂xi)− 1/3(∂Uk/∂xk)δij . The
introduction of γ and νs are the only changes for transi-
tion modelling in the k − ω model. In the laminar part
of a boundary layer, γ is set to zero. There is then no
production of k, but turbulent kinetic energy enters by
diffusion out of the free-stream flow. In the laminar part
of a boundary layer, the ω-equation stays active. This is
allowed since the ω- equation has a nonzero laminar-flow
solution for vanishing k and vanishing eddy-viscosity.

The turbulent kinetic energy k is split, based on the
model for shear sheltering by Walters and Leylek [5] and
Walters and Cokljat [6], into a small-scale part ks and a
large-scale part kl by

ks = fssk, kl = k − ks (3)

The splitting expresses that high-frequency disturbances
are damped in the outer part of a laminar boundary
layer. According to the findings of Jacobs and Durbin [7],
shear sheltering is determined by the relative importance
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of two time scales: the time scale of convection relative
to an observer inside the shear layer and the time scale
of wall-normal diffusion into the boundary layer. The
convective time scale is obviously the time scale of the
main strain τc = 1/Ω, where Ω is the magnitude of the
vorticity tensor, i.e. Ω = (2ΩijΩij)1/2, with components
Ωij = 1/2(∂Ui/∂xj − ∂Uj/∂xi). The diffusive time scale
is fundamentally l2d/ν, with ld the diffusive length scale
and ν the kinematic fluid viscosity. For fluctuations in a
laminar boundary layer, this length scale was estimated
by Walters [8], assuming proportionality between

√
k/ld,

where
√
k is the velocity scale of the fluctuations, and

the mean velocity gradient, which is Ω. This results in
ld ∼

√
k/Ω and τd ∼ k/νΩ2. The ratio of the diffusive

and convective time scales forms the Reynolds number
k/νΩ. With this Reynolds number, Walters and Cokl-
jat [6] define a shear-sheltering factor, which we employ,
by

fss = exp[−(CssνΩ/k)2] (4)

With the shear-sheltering factor, the turbulent kinetic
energy of the turbulence that penetrates the pretran-
sitional boundary layer is split into a large-scale part
and a small-scale part (Eq. 3). The large-scale or long-
wavelength part is the part that reaches wall vicinity
and causes the streaks. Fluctuations in the streaks are
dominantly unidirectional and can thus be characterized
as laminar. In the modelling approach of Walters and
Leylek [5] and Walters and Cokljat [6], this effect is ex-
pressed by two ingredients. One is that production of
turbulence in the pre-transitional boundary layer is only
due to the small-scale eddy viscosity (Eq. 1). We follow
this description. The second is by writing an equation
for laminar-fluctuation kinetic energy with a similar form
as an equation for turbulent kinetic energy, but with a
production term written with a large-scale eddy viscos-
ity. We use the expressions of small-scale and large-scale
eddy viscosities from their modelling approach, but we
do not use an equation for laminarfluctuation kinetic en-
ergy.

The eddy viscosity associated to small and large scales
is calculated in the same way as the eddy viscosity of the
original turbulence model, but by replacing k by ks and
k by kl:

νs = ks/ω̃s, with ω̃s = max(ω,Clim
√

2SijSij/as)
(5)

νl = kl/ω̃l, with ω̃l = max(ω,Clim
√

2SijSij/al)
(6)

Clim = 7/8. The constant as is 0.3, as in the original
model. The constant al is set to 0.45, which is larger than
the standard value 0.3. The reason for this augmentation
is discussed later. The resulting eddy viscosity, used in
the Navier-Stokes equations, is νt = νs + νl.
For the expression of the starting function γ, we rely

on the work of Walters and Leylek [5]. Since break-
down is induced by free-stream turbulence, it is natural
to let start up transition by a non-dimensional factor
characterising the kinetic energy of the turbulence pen-
etrating the pre-transitional boundary layer. Physically,
breakdown starts when the production rate of turbulent
perturbations inside the boundary layer exceeds their
diffusion. The onset parameter in the laminarfluctua-
tion kinetic energy model by Walters and Leylek [5] is
Rey =

√
ky/ν, where y is the distance to the nearest

wall. It may be interpreted as the ratio of the velocity
scale of the turbulence, to the velocity scale of molecular
diffusion for a diffusion length equal to the distance to

Table 1: Transition model constants. 2D and 3D means
two- and three-dimensional flow

CSS CT AT al
2.0 14.5(2D), 15.5(3D) 10.0 0.45

the wall, thus ν/y. The starting function γ is

γ = min(ζT /AT , 1); ζT = max(
√
ky/ν − CT , 0) (7)

where CT is a threshold value and AT a growth rate.
The starting function γ is zero in the inner part of a

laminar boundary layer (approximately for y/δ < 0.5).
The damping factor fSS (Eq. 4) is also small there. It
means that small-scale turbulence is suppressed by both
γ and fSS in a laminar boundary layer. The starting
function controls the small-scale turbulence production
in the near-wall region. In the fully turbulent region
both γ = 1 and fSS = 1 over most of the boundary layer
thickness. In a turbulent boundary layer, the shearshel-
tering term fSS is still active very close to a wall (near
to the viscous sublayer), but this does not change the
behaviour of the turbulence model.

In the model of Wilcox [2] the β coefficient (Eq. 2) is
β = β0fβ with β0 = 0.0708. The fβ function is intro-
duced to resolve the round-jet/plane-jet anomaly. The
limit values of fβ are 1.0 (2D flow) and 0.85 (axisym-
metric jet flow). Our observation is that fβ may be spu-
riously activated in 3D boundary layers (resulting in fβ
= 0.85), so that turbulence is then suppressed with re-
spect to 2D boundary layer flow. Transition onset is
then delayed in 3D flows with respect to 2D flows. In
the current work the model function fβ is changed to
fβS = fdγfβ + (1− fdγ), fdγ = min(fd, γ). The fd term
is the DES model shielding function by Spalart et al. [9],
and γ is the starting function (Eq. 7). We use the shield-
ing function fd as a detector of the near-wall region. This
change ensures that fβ = 1 over most of a 3D boundary
layer, so that transition onset is not altered with respect
to a 2D flow. The modification is only active near to
walls (for fd and γ close to zero, fβS = 1) and it is in-
active further away from walls (fd = γ = 1, fβS = fβ).
So the underlying turbulence model is not modified in
free-shear flows.

The algebraic transition model contains 4 constants:
CSS , CT , AT , and al (see Table 1). These parameters
have been tuned on three ERCOFTAC flat plate test
cases of the T3C series, T3C2, T3C3 and T3C5, relevant
for bypass transition.

Steady 2D (2D RANS) and unsteady 3D (3D URANS)
flow simulations of the T3C flat plates with sharp leading
edges were performed with uniform profiles of velocity, k
and ω at the inlet to the computational domain, located
0.05 m upstream of the leading edge. The parameters
CT , AT and CSS were tuned for the cases T3C5, with
transition in accelerating flow, and T3C2, with transi-
tion just after the change of accelerating flow to decel-
erating flow. A somewhat higher value of the CT con-
stant is used in 3D simulations than in 2D simulations.
With 3D URANS, there is some contribution to the mod-
elled turbulence production term by the resolved part of
the turbulence, as a result of a more fluctuating veloc-
ity field. This has as consequence that transition onset
shifts upstream in 3D unsteady flows, with respect to
2D steady flows. The parameter al in the stress limiter
of the large-scale eddy viscosity (Eq. 6) has a role for
transition in adverse pressure gradient flow. We remind
that the role of the stress limiter in the basic turbulence
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model, used here for the small-scale eddy viscosity (Eq.
5), is the adjustment of the reattachment length of a
turbulent separated boundary layer. The production of
turbulence in a turbulent free shear layer is reduced by
the limiter, as ω is spontaneously small in such a layer.
The limiting allows increasing the reattachment length
in an adverse pressure gradient flow [2]. Similarly, the
stress limiter for the large-scale eddy viscosity (Eq. 6)
reduces the production of turbulence in the outer part of
a pre-transitional boundary layer in an adverse pressure
gradient flow and delays the transition onset. The large
scale eddy-viscosity is not used directly in the produc-
tion term of the turbulent kinetic energy (Eq. 1), but
it is part of the full eddy viscosity in the Navier- Stokes
equations. Limiting of the large-scale eddy viscosity re-
sults in lower shear stress and, thus, reduced production
of turbulent kinetic energy. We set Clim = 7/8 and ad-
just al . The calibration was performed for the T3C3
case, which is characterized by a very late transition in
adverse pressure gradient flow.

3 Computational Organisation
The computational grids consist of a structured bound-
ary layer part with quadrilateral (2D) or hexahedral (3D)
cells near to walls and an unstructured part away from
walls. The grids are refined near to the walls. The y+

parameter varies between 0.1 and 0.8 along walls. Typ-
ically about 40 cells are used across the boundary layer
grid part. For 2D steady flow simulations in the cas-
cades (N3-60, T106A) grids with 1.1 − 1.3 × 105 cells
were employed. The grid density requirements are lower
for flows over the flat plates, used for tuning, where grids
with 0.8 × 105 cells were used. The 3D grids are gener-
ated by projection of the 2D meshes in the spanwise z-
direction. The width of the computational domain was
set to Lz = 0.12C in z-direction (C means the chord
length or length of the plate). This width was chosen
based on the work of Lardeau et al. [10], who performed
LES of the flow over part of a compressor blade at a com-
parable Reynolds number by setting Lz = 0.12C. They
showed that such a spanwise width is sufficient for re-
solving the three-dimensional instability and breakdown
to turbulence of a separated laminar boundary layer.
30 grid cells were used uniformly distributed in span-
wise direction in all 3D cases. The 3D grids consist of
3.3 − 3.9 × 106 cells for cascades and 2.4 × 106 cells for
flat plates. We take into account that 3D URANS can re-
solve instability of a separated boundary layer, provided
that the eddy viscosity by the turbulence model is at a
very low value. Actually, this then means functioning of
3D URANS as LES, which, of course, requires sufficient
resolution in space and time and sufficient accuracy of
the discretisation.

4 N3-60 Cascade
We first illustrate the performance of the model for tran-
sition in attached boundary layer state (2D RANS and
3D URANS) and in laminar boundary layer separation
state (3D URANS) with the N3-60 cascade, measured
by Zarzycki and Elsner [11]. The N3-60 profile is the en-
larged profile of a stator vane in the high pressure part
of a steam turbine. Geometric data are: blade chord 300
mm, axial blade chord 203.65 mm, blade pitch 240 mm.
The exit velocity is Ue = 30m/s, which gives an exit
Reynolds number of 6 × 105. Measurements are avail-
able for inflow turbulence Tu = 3% and Tu = 0.4% in

Figure 1: N3-60 cascade. Turbulence intensity along the
suction side of the blade at distance 10 mm from the
blade surface for Tu = 3% and Tu = 0.4%

the leading edge plane. Laminar separation occurs at
the suction side for Tu = 0.4%.
At the inlet to the computational domain, placed at

0.34 times the axial chord length upstream of the leading
edge, a uniform flow velocity in the axial direction was
imposed. The inlet turbulence intensity in the leading
edge plane was set, according to the two sets of exper-
imental data. The inlet turbulent length scale was not
reported in the measurements. For Tu = 3%, the in-
let turbulent length scale was adjusted by matching the
measured turbulence intensity at a distance of 10mm
from the blade surface (this is above the boundary layer
edge). The obtained turbulent length scale is 9mm for
Tu = 3%. Fig. 1 shows the comparison between com-
puted and measured turbulence intensity. The agree-
ment is reasonably good which means that the inlet con-
ditions for the modelled scalars have been set correctly.

For low turbulence level at inlet (Tu = 0.4%), the
evolution of the free-stream turbulence along the blade
surface is not available in the database. We assume a
smaller length scale at the entrance to the cascade than
for high inlet turbulence level since no turbulence grid
was installed in the laboratory measurements. We select
lt = 2mm, but we show later (for the T106A cascade)
that results for transition in separated state are not very
sensitive to the turbulent length scale. Fig. 1 shows the
turbulent intensity at 10 mm above the blade surface for
Tu = 0.4% obtained in the 3D URANS simulation. At
the leading edge of the blade (S/S0 = 0) the turbulence
intensity decays sharply from 0.5-0.4% to 0.2%.

Fig. 2 shows time-averaged modelled turbulent kinetic
energy for Tu = 3% (resolved turbulent kinetic energy
is very small in this case; not shown) and the compar-
ison between computed and measured shape factor H
along the suction side of the blade. The transition on-
set (S/S0 = 0.75) and the growth rate in the transition
region are reproduced correctly with the current model.

Fig. 3 (top) shows time-averaged resolved turbulent
kinetic energy for Tu = 0.4%. The level of modelled
k, is very low everywhere (not shown). Transition is
obtained by resolved instability and onset of breakdown
of the vortex structures originating from roll-up of the
separated boundary layer. So nothing specific is done to
trigger transition. The starting function γ is very low in
the boundary layer along the full length of the suction

62 ERCOFTAC Bulletin 106



Figure 2: N3-60 cascade, Tu = 3%. 3D URANS. Time-
averaged modelled turbulent kinetic energy (top) and
shape factor along the suction side of the blade (bottom)

side (not shown). It means that the role of the transition
model is shielding the laminar and separated parts of the
boundary layer from free-stream disturbances and that
the transition process is resolved. So, the role of the
transition model becomes very secondary. The shape
factor distribution is shown in Fig. 3 (bottom). The
agreement between measurement and simulation is good.

5 T106A Cascade
Computations were performed on the T106A cascade,
measured by Opoka et al. [12]. The T106A profile is the
enlarged profile of an LP gas turbine blade. Geometric
data are: blade chord 198 mm, axial blade chord 170
mm, blade pitch 158.2 mm. The measured inflow angle
is 37.7◦. The exit Reynolds number is 1.6 × 105. Mea-
surements are available for inflow turbulence Tu = 4%
and Tu = 0.5% in the leading edge plane. Laminar sep-
aration occurs at the suction side for Tu = 0.5%. Due
to the rather low Reynolds number, the flow is prone to
separation for Tu = 4%.
Both cases were simulated by time-accurate 3D

URANS. A steady 2D RANS simulation was also done
for Tu = 4%. The inlet to the computational domain was
set at 0.62 times the axial chord upstream of the leading
edge. The inflow angle was set to 39.7◦, which is 2◦ more

Figure 3: N3-60 cascade, Tu = 0.4%. 3D URANS.
Time-averaged resolved turbulent kinetic energy (top)
and shape factor along the suction side of the blade (bot-
tom)

than in the experiments, in order to match the pressure
distribution on the profile (not shown). The need for a
corrected inlet angle comes from flow leakage through
the slots of a bar-passing mechanism at the entrance to
the cascade in the experiments.

There is no information in the experiments on the tur-
bulent length scale. In the computations, the inlet val-
ues of the turbulent kinetic energy were adjusted such
that the turbulence intensity at distance 10 mm from
the suction-side blade surface in the leading edge plane
was equal to 4.0% and 0.5%. The inlet turbulent length
scale was estimated based on a series of 2D RANS simu-
lations with Tu = 4.0%. Tests allowed to identify a range
of turbulent length scales for which the transition model
shows strong sensitivity (lt = 5 − 10mm). From this
dataset we selected lt = 7mm. We cannot reproduce the
inlet conditions with full confidence due to insufficient
information about the experiments. A smaller turbulent
length scale is needed with Tu = 0.5%, since in the ex-
periments the turbulence grid was removed. We selected
lt = 2mm. But for Tu = 0.5%, results are not sensitive
to turbulent length scale, as we show with the later Fig.
5 (bottom).

Fig. 4 (top) shows time-averaged modelled turbulent
kinetic energy for Tu = 4% (resolved turbulent kinetic
energy is very small; not shown). There is turbulence
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Figure 4: T106A cascade, Tu = 4.0%. 3D URANS.
Time-averaged modelled turbulent kinetic energy (top)
and shape factor along the suction side of the blade (bot-
tom)

production due to shear at the suction side of a blade,
already starting at the leading edge. It means that the
turbulence level at the position of the transition is de-
termined by both the oncoming turbulence and the tur-
bulence produced in vicinity of the suction side. Fig.
4 (bottom) shows the shape factor on the suction side
obtained with 2D RANS and 3D URANS for Tu = 4%.
The transition is of bypass type but the flow is prone to
separation. Both results are in good agreement with the
experiments and are also very close to each other. The
growth rate of the turbulent production in the transi-
tional flow region (S/S0 = 0.8) is properly reproduced
by the present model.
Fig. 5 (top) shows time-averaged resolved turbulent

kinetic energy for Tu = 0.5%. The level of modelled k,
is very low everywhere (not shown). Similarly as for the
low Tu-case with the N3-60 profile, transition is obtained
by resolved instability and onset of breakdown of the vor-
tex structures originating from roll-up of the separated
boundary layer. Fig. 5 (bottom) shows the compari-
son of the shape factor from measurements and compu-
tations with 3D URANS for Tu = 0.5%. In this case,
the transition occurs in the separated laminar boundary

Figure 5: T106A cascade, Tu = 0.5%. 3D URANS.
Time-averaged resolved turbulent kinetic energy (top)
and shape factor along the suction side of the blade (bot-
tom)

layer. Changing the turbulent length scale from 2 mm
to 10 mm causes only a small change in the shape factor
distribution. The separation is somewhat later, but the
transition in the separated boundary layer is somewhat
faster with lt = 10mm than with 2mm. In this case,
the role of the underlying turbulence/transition model
is much less than in the high turbulence case. It also
means that in flows with strong laminar boundary layer
separation at low free-stream turbulence a change of the
inlet turbulent length scale has much less influence on
the transition onset location than in attached boundary
layer flows at high free-stream turbulence. The above re-
sults indicate that 2D RANS and 2D URANS cannot be
successful for transition in separated state at low free-
stream turbulence, since 2D simulations cannot detect
three-dimensional instability and breakdown.

6 Conclusions
An algebraic model has been illustrated for simulation
of bypass transition. The model requires only local vari-
ables and is coupled with the newest version of the k−ω
RANS turbulence model by Wilcox.
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The model gives good results for transition in bound-
ary layers in attached state (N3-60 cascade, Tu = 3%),
state prone to separation (T106A cascade, Tu = 4%)
and separated state (N3-60 cascade, Tu = 0.4%; T106A
cascade, Tu = 0.5%). The 3D URANS technique is suc-
cessful for transition simulation in a separated laminar
boundary layer at low free-stream turbulence level ow-
ing to its ability to resolve the instability of the vortex
structures in the separated shear layer.

.
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Introduction
The advanced modelling of the laminar/turbulent tran-
sition is of a great importance for numerical simulations
of flows in internal and external aerodynamics, especially
for flows around turbine and compressor blades and air-
foils where the transition substantially influences the pre-
diction of energy losses and heat transfer.
Besides the natural transition under very low free-

stream turbulence, the bypass transition caused by the
diffusion of turbulent fluctuations from turbulent free
stream to the boundary layer usually occurs in technical
applications especially in turbomachinery. The transi-
tion can arise in attached and/or separated flows as well.
Moreover, the transition can be evoked by the passing
wakes of upstream blades in turbomachinery.
Most of transition models are based on the trans-

port and/or algebraic equation for the intermittency co-
efficient, as e.g. Lodefier and Dick [1], Langtry and
Menter [2], and Thermann and Niehuis [3], Straka and
Příhoda [4]. Nevertheless, all these models need empiri-
cal correlations for the onset and length of the transition
region and their application is limited for low free-stream
turbulence. Further, the three-equation k−kL−ε model
of Walters and Leylek [5] is based on the laminar kinetic
concept proposed by Mayle and Schulz [6].
The paper deals with the transition modelling in flows

with different free-stream turbulence levels. Several dif-
ferent approaches were applied especially the algebraic
transition model according to Straka and Příhoda [7],
the model with transport equations for the free-stream
and near-wall intermittency components by Lodefier and
Dick [1], and the three-equation k−kL−ω model of Wal-
ters and Cokljat [8].

Mathematical Model
The Favre-averaged Navier-Stokes equations are closed
partly by the explicit algebraic Reynolds stress turbu-
lence model (EARSM) according to Hellsten [9] con-
nected with the algebraic transition model of Straka and
Příhoda [7] and partly by the three-equation k− kL − ω
model of Walters and Cokljat [8]. Further, the γ−ζ tran-
sition model of Lodefier and Dick [1] was used together
with the SST and/or the EARSM turbulence models.
Mathematical models based on the finite-volume

method were implemented into in-house numerical codes
and/or into the OpenFOAM code for incompressible and
compressible flows.

Algebraic Transition Model
The modified algebraic transition model is based on the
concept of different values of the intermittency coefficient
in the boundary layer γi i and in the free stream γe. The
intermittency coefficient in the boundary layer is given
by the relation

γi = 1− exp[−n̂σ(Rex −Rext)2] (1)

proposed by Narasimha [10]. The transition onset is
given by the momentum Reynolds number Reθt as a
function of the free-stream turbulence Tu and the pres-
sure gradient parameter λt. The empirical correlation for
the transition onset proposed by Straka and Příhoda [4]
was later modified for the low free-stream turbulence by
Příhoda et al. [11].

The length of the transition region is expressed by the
parameter N = n̂σRe3

θt introduced by Narasimha [12]
where n̂ and σ are spot generation and spot propaga-
tion parameters. The empirical correlation proposed by
Solomon et al. [13] was used for the attached flow. The
onset and length of transition region in separated flow
is determined according to Mayle [14] using correlations
allowing the same approach as in the attached flows.

According to Langtry and Menter [2], the maximum
of the vorticity Reynolds number

Rev,max = max(y2|Ω|ν) (2)

is used to avoid the calculation of the momentum
Reynolds number Reθ in cases with complex flow ge-
ometry. This link is given by the relation

Reθ = Rev,max/C (3)

where C = 2.185 for the Blasius laminar boundary layer.
Using similar solutions of Falkner and Skan [15], this
relation was generalized in the form C = f(L) where the
pressure gradient parameter L is defined by the relation

L = Re2
v,max

ν

U2
e

dUe
dx

(4)

The smooth link-up between both zones is considered by
the relation

γ = γi + γe
2 + γe − γi

2 tgh

[
Cγ

(
y

δ995
− 1

)]
(5)

with the constant Cγ ≈ 12 ÷ 18. The boundary layer
thickness δ995 is given by the relation δ995/ymax = g(L)
where ymax is the position of the maximum vorticity
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Reynolds number. Free-stream parameters relevant for
the estimation of the transition are determined at the
edge of the boundary layer.
The algebraic transition model was used together

with the EARSM model proposed by Hellsten [9]. The
Reynolds stress in the EARSM model is expressed by
the anisotropy tensor aij = τij/k − 2δij/3 given by the
fourth order polynomial with coefficients depending on
invariants of strain-rate and vorticity tensors. Turbu-
lent scales are expressed by the turbulent energy k and
the specific dissipation rate ω. The turbulent time scale
τ ∼ 1/ω is modified near the wall by the Kolmogorov
time scale. The transport equations for k and ω are
used in the two-layer form with two sets of model coef-
ficients and with the blending function similarly as the
SST model proposed by Menter [16]. For the reduction
of the undesirable overproduction of the turbulent en-
ergy in the stagnation region, the production term in the
turbulent energy equation was modified by Straka and
Příhoda [7]. For the prediction of the transitional flows,
the production and destruction terms in the k-equation
are multiplied by the intermittency coefficient γ. Simi-
larly, the effective viscosity is given by µef = µ+ γµt in
the transition region.

The algebraic model was implemented into the inhouse
numerical code. The code is based on the finite vol-
ume method of the cell-centered type with the Osher’s-
Solomon’s approximation of the Riemann solver and a
two-dimensional linear reconstruction with the Van Al-
bada’s limiter. The governing equations are discretized
using a multi-block quadrilateral structured grid with a
block overlapping implementation.

k − kL − ω model

The three-equation model proposed by Walters and
Leylek [5] and later modified by Walters and Cokljat [8]
is based on the assumption that velocity fluctuations be-
fore the transition can be divided into small vortices
contributing to the production of turbulence and large
mainly longitudinal vortices near the wall contributing to
the production of non-turbulent fluctuations. The transi-
tion process is expressed by the transfer from the energy
of non-turbulent velocity fluctuations kL to the turbu-
lent energy kT of three-dimensional turbulent velocity
fluctuations. The transition model is based on transport
equations for the turbulent energy kT , laminar energy
kL and the specific dissipation rate ω. The k − kL − ω
model is based on local variables only and can be used
for complex geometries using unstructured grids.

The free accessible program OpenFOAM with the own
implementation of the revised k−kL−ω model was used
for the simulation of the transitional flows. The sys-
tem of governing equations was solved by the SIMPLE
and SIMPLEC algorithms respectively for incompress-
ible and compressible flows (see Fürst et al. [17], Kožíšek
et al. [18]). The convective terms were discretized by the
upwind method with the reconstruction of the second
degree and the viscous terms by means of the central
scheme.

Further, the model was modified for very low
freestream turbulence by the introduction of the pressure
gradient sensitive parameter in the threshold function for
the natural transition onset (see Fürst et al. [19]).

Figure 1: Skin friction distribution for test cases T3A,
T3B and T3AM

The γ − ζ Transition Model
The γ − ζ transition model of Lodefier and Dick [1]
is based on transport equations for near-wall and
freestream intermittency components. This model with
the SST turbulence model of Menter [16] and/or the
EARSM turbulence model of Hellsten [9] was imple-
mented into the in-house numerical code based on the im-
plicit finite volume method for the simulation of 2D and
3D compressible flow assuming structured multi-block
grids (see Louda et al. [20, 21].

The Reynolds stress in the Navier-Stokes equations
was multiplied by the turbulence weighting factor τt =
max[min(ζ + γ, 1); 0]. Similarly, the production and de-
struction terms in the k-equation were modified in the
transitional flow. The ω-equation is unchanged for tran-
sition modelling, but the time scale restriction by Medic
and Durbin [22] was introduced in the destruction term
to improve the behaviour in impact zones. The empirical
criteria of Abu-Ghannam and Shaw [23] and Mayle [14]
were used for the estimation of the transition onset. The
length of the transition was determined by means of pa-
rameters n̂σ according to Steelant and Dick [24].

The γ − ζ transition model is not up to now modified
for local variables and so needs the integration across
the boundary layer. Relevant values of free-stream tur-
bulence level and the pressure gradient parameter are
determined at the boundary layer edge, where the free-
stream velocity gradient determined in the streamwise
direction.

Results
The algebraic transition model and the k−kL−ω model
were tested by several test cases covering flows with the
transition in attached and separated flows with various
free-stream turbulence and pressure gradient, namely
boundary-layer flows, flows around airfoils including the
effect of the foregoing wake, and flow through the VKI
turbine blade cascade (see Straka et al. [25, 26], Fürst et
al. [17, 27]). Some models then were used for simulations
of 2D and 3D compressible flows through linear turbine
blade cascades. The transition models were tested by
means of test cases from the ERCOFTAC database con-
cerning to flatplate flow with various free-stream turbu-
lence both with the constant free-stream velocity (T3A,
T3AM, T3B), and with the velocity distribution corre-
sponding to the suction side of the aft-loaded turbine
blade (T3C).
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Figure 2: Skin fiction distribution on the suction side of
the VKI turbine blade

Figure 3: Skin friction distribution on the airfoil NACA
0012

The predicted distribution of the skin friction coeffi-
cient for the flat-plate cases is compared with experimen-
tal data in Fig. 1. Numerical results predicted very well
the onset and the length of the transition region for the
all cases covering flow both with low free-stream turbu-
lence (Tu < 1%), and with high free-stream turbulence
(Tu ≈ 6%), corresponding to turbomachinery flows.
The proposed transition model was further applied for

the subsonic flow in the plane turbine blade cascade VKI
according to Canepa et al. [28]. Simulations ware carried
out for the outlet Reynolds number related to the chord
Rec = 5.9 × 105 and the inlet angle α1 = 0◦. The inlet
turbulence intensity was chosen Tu = 1.5%. The distri-
bution of the skin friction coefficient Cf = 2τw/ρeU2

e on
the blade suction side is shown in Fig. 2.

The agreement of numerical results obtained by both
models is quite good even though the three-equation
model predicts a short separation region.

The effect of an incoming wake on the transition on
airfoils was tested by means of measurements of Lee and
Kang [29]. The flow around the NACA 0012 airfoil lo-
cated in the wake behind another upstream airfoil was
simulated for the Reynolds number Rec = 6 × 105, zero
angle of attack and free-stream turbulence Tu = 0.3%.
The distribution of the friction coefficient Cf on the

NACA 0012 airfoil is shown in Fig.3 for the single air-
foil (CASE 0) and for two airfoils in tandem (CASE 1).
The agreement of both predicted parameters with experi-
mental data is again quite good especially for the alge-
braic transition model. Due to the incoming wake, the
transition onset is moved upstream from x/c = 0.62 to

Figure 4: Interferogram of flow field in the blade cascade

x/c = 0.20. The effect of the foregoing airfoil on the
pressure coefficient is small.

The algebraic transition model was applied for simu-
lations of compressible flows through turbine blade cas-
cades. Among others, numerical simulation of 2D com-
pressible flow through the linear turbine blade cascade
TR-U-4 corresponding to the tip-section of the LP part
of a steam turbine was carried out, see Luxa et al. [30].
The numerical simulation was carried out for the stag-
ger angle γ = 78.37◦, the relative spacing t/b = 0.951
and the design inlet flow angle α1 = 81.25◦. Simulations
completed for the Reynolds numberRe2is = 1.8×106 and
Mach number M2is = 1.998 were focused particularly on
the effect of shock waves on the shear layer development
including the laminar/turbulent transition. Interactions
of shock waves with shear layers on both sides of the
blade result usually in the transition in attached and/or
separated flow and so to the considerable impact to the
flow structure and energy losses in the blade cascade.

Due to supersonic inlet conditions, the flow through
the blade cascade is influenced by parasitic shock waves
arising by the reflection from the computational domain
boundaries. The application of the quadrilateral block-
structured computational grids with their overlapping
leads moreover to the reflection of shock waves on the
block boundaries. Therefore the computational domain
was adequately prolonged before and behind the blade
cascade to weaken these reflections.

The constant values of the total pressure p01, total
temperature T01 and incidence angle α1 were prescribed
as inlet conditions. The static pressure was extrapolated
from the computational domain. The static pressure
given by the outlet isentropic Mach number was pre-
scribed as the outlet condition. Inlet free-stream turbu-
lence was chosen Tu = 5%. The ratio of viscosities µt/µ
was chosen according to the length of inlet part. The
free-stream turbulence in the distance of one spacing be-
fore the cascade was Tu = 1.2%.
The interferogram of the flow through the blade cas-

cade is shown in Fig. 4. The flow field in the inter-
blade channel is supersonic, with a small subsonic region
around the leading edge. In the relatively small area of
the interblade channel, very intense supersonic simple
expansion takes place on the suction side near the lead-
ing edge. The interaction is more complex and included
a local separation.

The distribution of the pressure coefficient along the
blade obtained is shown in Fig. 5. The coordinate s
is measured along the blade surface from the leading
edge. The pressure distribution does not correspond
quite well to experiment, but it is clear that location
of the exit shock/suction side boundary layer interaction
is at s/smax ≈ 0.5.

The field of Mach number isolines obtained by the nu-
merical simulation is shown in Fig. 6. Because of the
stagger angle and inlet flow conditions, the concave side
of the blade is the suction type while the convex side is
of the pressure type.
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Figure 5: Distribution of the pressure coefficient

Figure 6: Mach number isolines in the detail of the com-
putational domain

The bypass transition on the suction side is evident
from the distribution of the skin friction coefficient shown
in Fig. 7. The interaction of the boundary layer with the
inner branch of the exit shock wave can be seen at dis-
tance s/smax ≈ 0.5 from the leading edge. Following the
smooth development of the laminar boundary layer, the
separated-flow transition with a short separation region
and following reattachment occurs on the pressure side
before the trailing edge due to the interaction with the
front shock wave from the adjacent blade.
Comparison of the flow field in the interaction region

obtained by simulation and schlieren technique is shown
in Fig. 8. It follows from preceding figures that the
reflected oblique shock wave impinges on the suction side
where the interaction with the boundary layer causes
the bypass transition in attached flow at the distance
s/smax ≈ 0.5 from the leading edge. On the contrary, the
impact of the front shock wave from the adjacent blade
leads on the pressure side to the transition in separated
flow at the distance s/smax ≈ 0.88 from the leading edge.
Both experimental and numerical results show flow

structure typical for the shock/boundary layer interac-
tion with the local separation region. Impinging front

shock causes boundary layer to separate with separation
point upstream of the interaction. Effective change of
the flow surface at the separation point and reattach-
ment point results in origin of two left running shock-
waves. In case of experiment, the separation region is
noticeably longer and the point of front shock impinge-
ment is closer to the trailing edge. The interaction of
shock waves with shear layers on the both blade sides
leads to the transition in attached and separated flow
respectively and therefore to a noticeable impact on the
flow structure and energy losses. Simulations show the
important effect of the transition modelling on the rele-
vant description of flow through the blade cascade.

Finally, the transition γ − ζ model of Lodefier and
Dick [1] with the EARSM turbulence model of Hell-
sten [8] was applied for the simulation of the 3D com-
pressible flow with side walls through the turbine blade
cascades, see Louda et al. [20, 21]. Numerical results
are shown for the transonic flow through the prismatic
turbine blade cascade VS33 with the relative spacing
t/b = 0.7 and the aspect ratio AR = 1. Simulations
were carried out for the inlet angle α1 = 0◦, the outlet
isentropic Mach number M2is = 0.9 and the Reynolds
number Re2is = 8.5 × 105 based on the chord length.
The inlet turbulence was described by Tu = 5% and
µt/µ = 100. The effect of boundary layers on side walls
was not considered.

The mathematical model is solved by the implicit
AUSM finite volume method on multi-block structured
grids. The implementation of transition model does not
rely on explicit prescription of boundary layer edge and
is adaptive as long as the whole thickness of boundary
layer is contained in one block, which is typically O grid
around the blade consisting of several blocks in tangen-
tial direction. The grid is refined near walls giving wall
distance y+ < 1 for first cell centres. Also the treatment
of corners is automatic.

The 3D view of the Mach number isolines very near
the suction side and one of side walls is shown in Fig. 9.
There is an abrupt increase of the Mach number where
the transition starts on the suction side.

The location of transition on the suction side can be
observed by means of the near-wall intermittency γ plot-
ted in Fig.12. The figure shows γ on the wall, where
the blue colour corresponds to laminar state and the red
colour to turbulent state. The transition onset moves up-
stream in the proximity of the side wall. The boundary
layer is fully laminar on the pressure side.

The skin friction distribution on the blade at different
span-wise positions is shown in Fig. 11. The value of

Figure 7: Distribution of the skin friction
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Figure 8: Comparison of flow in the region of interaction
of the front shock and pressure side boundary layer (a)
experiment; b) CFD simulation)

z/b = 0 denotes mid-span plane and the negative values
merely correspond to the suction side, where is no sepa-
ration of the flow (no zero crossing except at the leading
and trailing edge). The transition occurs latest in central
part of the blade in 2D flow. Approaching side wall, the
transition onset moves forward from z/b ≈ 0.3 but very
near the side wall (z/b = 0.49) is again shifted slightly
downstream.

Conclusions
Several transition models were tested by the standard
test cases and applied for the simulation of transitional
flows in various boundary conditions mostly for turbo-
machinery flows. The simple algebraic model is suitable
for testing and verification of necessary empirical corre-
lations. Presently the modification of the algebraic tran-
sition model for the wall roughness effect is in progress.
The k−kL−ω model can be applied for the simulation of
complex shear flows on unstructured grids without any
restriction. On the other hand, the algebraic transition
model was adapted for local variables only but structured
grids are preferred near walls.
The transition models with the algebraic and/or trans-

port equation for the intermittency coefficient should be
modified for local variables only for the application in
complex boundary conditions using unstructured grids.
The three-equation model seems to be more general as it
can be used without any restrictions but the generaliza-
tion of used empirical inputs is rather complicated unlike
transition models with the intermittency coefficient.
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Abstract

A common way to model transition is through the use of
the γ-R̃θt model of Langtry and Menter [1] along side a
k-ω turbulence model. In this paper, we test the γ-R̃θt
transition model along side the k-l of Smith [2] turbu-
lence model. We show that light modifications of the
transition model are necessary in order to obtain a cor-
rect behavior of the new k-l-γ-R̃θt model. Furthermore,
we found that these modifications yielded accurate pre-
diction of transition location on attached high-pressure
turbine flows, but that for detached flows, recalibration
of the transition model was necessary.

1 Introduction

In turbomachine applications, laminar-turbulent tran-
sition influences strongly on the aerodynamic perfor-
mances. This is especially true in the turbines because
of the small Reynolds number and/or the high adverse
pressure gradient which may lead to boundary layer
separation and development of separation bubbles. In
RANS computations, transition can be modeled through
the use of transition criteria and intermittency func-
tions [3, 4], a single transport equation [5, 6] or two
transport equations [1]. The present investigation fo-
cuses on the last method. The γ-R̃θt model of Langtry
and Menter is usually coupled to the k-ω turbulence
models as in [7, 8, 9, 10]. This is the original version
of the transition model. Some authors worked on the
adaptation of this transition model to other turbulence
model such as the Spalart-Allmaras model [11] as in [12],
with a special treatment for the turbulence intensity as
there is no transport equation for the turbulent kinetic
energy, and the Reynolds Stress Model as in [10]. As the
k-l turbulence model of Smith [2] is a good candidate for
the fully turbulent or transition simulation of compres-
sor flows [4] and is also used in turbine applications, the
aim of this investigation is to adapt the γ-R̃θt model of
Langtry and Menter to this turbulence model. After a
short description of the original turbulence and transi-
tion models and of the test cases, modifications to the
transition model are detailed. These modifications are
then validated with high- and low-pressure turbines. As
discrepancies still exist, the correlation functions used in
the transition model are recalibrated.

2 Transition and Turbulence
Modeling

The k-l of Smith In the turbulence model of
Smith [2], the second turbulent scale is directly a turbu-
lent length scale. Smith [2] developed a k-l turbulence
model from the work of Rotta [13] and Ng and Spald-
ing [14] who developed a k−kl turbulence model in which
kl behaves as y3 close to the wall and leads to numerical
issues. In the Smith model, the second turbulent scale
l is proportional to y near the wall, leading to a better
robustness of the model. This turbulence model is well
adapted to the prediction of separation, compressibility
effects and viscous sub-layer of the boundary layer. The
two transport equations of this turbulence model are:

∂ρq2

∂t
+ ∂ρUjq

2

∂xj
= Pk −Dk

+ ∂

∂xj

[
(µ+ σqµt)

∂q2

∂xj

]
(1)

∂ρl

∂t
+ ∂ρUj l

∂xj
= (2− E2) ρq

B1

[
1−

(
l

κL

)2
]

−µt
l
σq

(
∂l

∂xj

)2(
l

κL

)2

+ρl∂Uj
∂xj

+ 2σq
µt
q2

∂l

∂xj

∂q2

∂xj

+ ∂

∂xj

[
(µ+ σqµt)

∂l

∂xj

]
(2)

with L the wall distance, q2 = k and

Pk = µtSijSij , Dk = 2ρq3

B1l
+ 2µ ∂q

∂xj

∂q

∂xj
(3)

The turbulent viscosity is then expressed as a function
of the two turbulent scales [2].

The γ-R̃θt transition model The laminar-turbulent
transition is modeled with the γ-R̃θt model based on two
additional transport equations to the RANS system [1].
The first one is for a numerical intermittency quantity γ
which is set to 0 in the laminar boundary layer, increases
gradually from 0 to 1 in the transitional flow, and is set to
1 anywhere else (except possibly in detached boundary
layers). It should be noticed that all turbulent terms are
relative to k-ω SST model as in the original formulation.
The equation for γ is the following:

∂(ρ γ)
∂t

+ ∂(ρUj γ)
∂xj

= Pγ − Eγ

+ ∂

∂xj

[(
µ+ µt

σf

)
∂γ

∂xj

]
(4)
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where the intermitency production term is defined as fol-
lows:

Pγ = Flength ca1 ρS (γ Fonset)0.5 (1− ce1 γ) (5)

This term is responsible for the boundary layer tran-
sition, with the Flength and Fonset functions controlling
the transition length and location respectively. Fonset
contains the transition criterion originally introduced by
Menter et al. and is based on the Rθc correlation func-
tion which depends on the transition Reynolds number
Rθt . Only the functions investigated in the present study
are detailed (e.g. Fonset). The other ones are described
in depth in [15] (e.g. Flength).

Rν = ρ y2 S

µ
, RT = ρk

µω
, Fonset1 = Rv

2.193Rθc

(6)

Fonset2 = min
(
max

(
Fonset1, F

4
onset1

)
, 2.0

)
(7)

Fonset3 = max
(

1−
(
RT
2.5

)3
, 0
)

(8)

Fonset = max (Fonset2 − Fonset3, 0) (9)

The dissipation term, responsible for setting γ to its cut-
off value in the laminar boundary layer as well as for
relaminarization, is defined as follows:

Eγ = ca2ρΩγFturb (ce2γ − 1) , Fturb = e−( RT
4 )4

(10)

The constants for the γ transport equation are:

ca1 = 2.0, ca2 = 0.06,
ce1 = 1.0, ce2 = 50, σf = 1.0 (11)

The second transport equation of the transition model
is for the Reynolds number R̃θt :

∂
(
ρ R̃θt

)
∂t

+
∂
(
ρUj R̃θt

)
∂xj

= Pθt

+ ∂

∂xj

[
σθt (µ+ µt)

∂R̃θt

∂xj

]
(12)

with:

Pθt = cθt

ρ

tP

(
Rθt − R̃θt

)
(1.0− Fθt) (13)

tP = 500µ
ρU2 , cθt = 0.03 (14)

The Fθt function is defined so to be equal to 1 in the
boundary layer and to 0 outside of it. Different values
of the σθt constant can be used depending on the choice
of correlation functions. In the present investigation, the
value σθt = 10 is used. This means that the Flength and
Rθc correlations are those of Content and Houdeville [16].
It should be noticed that the correlation for Rθt is the
one of Langtry et al. [1].

In case of a large laminar separation, transition is ac-
celerated through the use of a separation bubble model:

γsep = min
(
s1 max

[
0,
(

Rν
3, 235Rθc

)
− 1
]
Freattach, 2

)
Fθt

(15)

with s1 = 2 and:

Freattach = e
−
(

RT
20

)4

; γeff = max(γ, γsep) (16)

Table 1: T106C Main Characteristics
Chord c [mm] 93.01
Pitch to chord ratio g/c 0.95
Aspect ratio h/c 2.40
Inlet flow angle β1 [deg] 32.7
Blade stagger [deg] 30.7
Isentropic exit Mach number M2is 0.65
Diffusion factor 0.42

Table 2: Geometrical Parameters of LS89 Turbine Airfoil
Chord [mm] 67.65
Pitch [mm] 57.50
Blade stagger [◦] 55.0
Inlet flow angle [◦] 0

3 Test Case

The present investigation is based on two experimental
facilities which are respectively relative to low-pressure
turbine and to high-pressure turbine.

3.1 High-lift Low-pressure Turbine
T106C

The T106C as a very high-lift mid-loaded low pressure
turbine airfoil, characterized by a suction side velocity
peak at mid curvilinear abscissa followed by a strong
flow deceleration towards the trailing edge [17]. This
blade section has a stronger adverse pressure gradient
than currently designed LPT and has been widely stud-
ied through both experimental and numerical investiga-
tions. This LPT blade was experimentally investigated
in the framework of the European project TATMo. The
characteristics of the T106C cascade are summarized
in Table (1). During the experimental investigations,
different freestream turbulence intensities have been con-
sidered. The natural inlet turbulence intensity of the fa-
cility is 0.9%. A passive turbulence grid was employed
upstream of the cascade in order to generate distinct lev-
els of free-stream turbulence intensity, from 1.8 to 3.2%
in the vicinity of the leading edge. The Reynolds num-
ber Re2is based on the isentropic exit Mach numberM2is
and the blade chord c ranges from 80 000 to 250 000.

3.2 High-pressure Turbine LS89

The LS89 is a linear cascade of turbine airfoils represen-
tative of high-pressure turbine stator and experimentally
tested in VKI wind tunnels [18]. The geometrical param-
eters are summarized in Table (2). Several operating
points are simulated using elsA software [19]. The in-
flow conditions are measured 55 mm upstream of blade
leading edge, which is the inlet plane of the computa-
tional domain, and are detailed in Table (3). As the
second turbulent scale (e.g. turbulence length scale) is
unknown, the values of µt

µ

∣∣
in in the present computations

are similar to those used in [20].
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Table 3: Inflow Conditions for LS89
MUR129 MUR235 MUR 241

Pi
∣∣
in (bars) 1.849 1.828 3.269

Ti
∣∣
in (K) 409.2 413.3 418.9

Tu
∣∣
in (%) 1.0 6.0 6.0

µt
µ

∣∣
in 10 100 100

M2,is 0.840 0.927 1.09
R2,is 1, 09 · 106 1, 08 · 106 2, 11 · 106

4 Adapting the γ-R̃θt to the k-l of
Smith

To the best of the authors’ knowledge the use of the γ-
R̃θt model in a k-l framework has never been done. We
therefore use the same coupling between the transition
and turbulence models as for the k-ω: the terms (Pk) and
(Dk) of the turbulent kinetic energy transport equation
(Eq. (1)) are replaced by P̃k and D̃k:

P̃k = γeff · Pk (17)
D̃k = min [max (γeff ; 0, 1) ; 1, 0] ·Dk

where γeff is the effective intermitency given by equation
(Eq. (16)).

In a k-l framework, two terms in the transition model
containing ω need to be reformulated:

RT = ρk

µω
(18)

Rω = ρω y2

µ
(19)

The term Eq. (18) is simply re-written:

RT = µt

µ
(20)

In order to reformulate Eq. (19), we use the fact that
the dissipation terms of the turbulent kinetic energy
transport equation for both the k-ω model of Wilcox
and the k-l model of Smith, were designed to reproduce
the same phenomena in the free-stream. As Eq. (19) is
only used outside of the boundary layer, we can obtain
it through identification of the two dissipation terms:

2ρ (2k) 3
2

B1l
∼ β∗ρωk ⇔ ω ∼

√
2k

B1β∗l
(21)

Rω = ρ
√

2k y2

B1β∗lµ
(22)

In themselves, these modifications are sufficient to ren-
der computations possible. However, as we can see in
Figure (1), this quasi-direct implementation of the k-l-
γ-R̃θt model leads to a very early transition of the bound-
ary layer. A study of the flow-field reveals that the turbu-
lence model activates even though the transition model
still detects that the boundary layer should be laminar.
This means that, in its current form, the transition model
does not correctly cut-off the k-l turbulence model.
To explain this, we need to look in depth at individual

terms inside the γ-R̃θt model. To do so, we will perform
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Figure 1: LS89 - heat transfer coefficient - Evaluation of
the basic k-l-γ-R̃θt model - positive curvilinear abscissa
correspond to the suction side

streamwise extractions along the maximum of Rν in the
normal direction, which is the line along which the tran-
sition model activates. Such extractions are shown on
Figure (2), which were performed on LS89 MUR235 com-
putations, along the suction side. The k-ω-γ-R̃θt Wilcox
computation is shown as a reference.

On Figure (2)-(b), we can see that, in the direct for-
mulation of the k-l-γ-R̃θt model, the Fonset3 function, in
blue, drops to 0 before mid-cord. This function is ac-
tually a cut-off term designed to keep Fonset at 0 in the
laminar boundary layer. Because Fonset3 does not func-
tion correctly in a k-l framework, it needs to be modified.
We propose the following formulation:

Fonset3 = max
(

1−
(
RT
2.5

)3
, 1− F7

onset2, 0
)

(23)

We can see on Figure (2)-(c) that this modification of
Fonset3 allows it to have, in the k-l-γ-R̃θt model, a similar
shape to the one in the k-ω-γ-R̃θt model.

Though this does give us the correct shape of the Fonset
function, we can see that we still have a small, but non-
negligible build-up of turbulent viscosity in the laminar
boundary layer (orange curve, to be read using the right
axis). This problem comes from the residual levels of
intermitency in the laminar boundary layer.

Indeed, in the γ-R̃θt model, the intermitency is not
strictly null in the laminar boundary layer but rather
kept at a small value. This means that production of tur-
bulence is not completely inhibited. In a k-ω framework,
this does not lead to any turbulent viscosity build-up
due to the very high values taken by the second turbu-
lent variable ω in the laminar boundary layer. It seems
however that the k-l model of Smith is very sensitive to
small values of intermitency. We had already noticed
this behavior with other transition models.

We therefore propose to lower the residual level of γ
in the case of the k-l Smith. This is done through the
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Figure 2: LS89 MUR235 - Boundary layer extractions
along the maximum of Rν

ce2 constant of the γ-R̃θt model, which we raise from
ce2 = 50 to ce2 = 500 . We can see on Figure (2)-(d)
that this allows all the inner variables of the γ-R̃θt to
behave correctly, which should lead to correct estimation
of the transition location.
For clarity, all modifications to the γ-R̃θt model to fit a

k-l framework have been boxed out. Let us now evaluate
this new model.

5 Evaluation of the k-l-γ-R̃θt

Model
The proposed k-l-γ-R̃θt model was evaluated on three
LS89 cases. Results are shown in Figure (3). We can see
that the k-ω-γ-R̃θt and k-l-γ-R̃θt models behave rather
similarly. In particular, results are identical in the lami-
nar boundary layers, and both model display an abrupt
transition at the end of the physical transition zone.
Also, both model predict a laminar boundary layer on
the pressure-side of the MUR241 case when the experi-
ment displays a turbulent one.
The main difference between the k-ω-γ-R̃θt and k-l-γ-

R̃θt models lies in the capture of the heat transfer in the
turbulent boundary layers, with the advantage going to
the k-l-γ-R̃θt model. Indeed, it captures exceptionally
well the drop in H after transition on the MUR235 case,
where the k-ω-γ-R̃θt model predicts a plateau. On the
suction-side of the MUR241 case, both model miss the
experimental turbulent heat transfer but the k-l-γ-R̃θt is
still closer to the experiments.
Our new k-l-γ-R̃θt model was then evaluated on the
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Figure 3: LS89 - heat transfer coefficient - Comparai-
son of the k-ω-γ-R̃θt and the proposed k-l-γ-R̃θt model
- positive curvilinear abscissa correspond to the suction
side

T106C cases which feature separation-induced transi-
tion. On these cases, as can be seen on Figure (4), the
k-l-γ-R̃θt model fails to correctly represent the pressure
distribution around the blade. This is due to an error on
the transition location which induces an incorrect shape
of the separation bubble.

Let us remember that to this point, the k-l-γ-R̃θt
model is still using the correlation functions that were
developed for the k-ω-γ-R̃θt model by Content and
Houdeville [16] on flat plate cases. It seems that for HL-
LPT flows, the k-l-γ-R̃θt model needs to be recalibrated.

6 Recalibration of the γ-R̃θt

Model for HL-LPT Flows
We have developed a method that allows to obtain new
Flength and Rθc functions dedicated to LPT flows. This
method cannot be described in length here, so we will
only point out that it relies on an optimization process
that uses the T106C cases at different Reynolds number
and inlet turbulence levels as test cases. This process
is described in [21], and its capacities have been demon-
strated on the k-ω-γ-R̃θt model. We are now applying it
to the k-l-γ-R̃θt model.

Results given by the recalibrated model are shown in
Figure (5). We can see that the recalibration greatly
improves results, but that the k-l-γ-R̃θt model still has
more trouble capturing these HL-LPT flows than the
k-ω-γ-R̃θt model. At Tu = 3.2% the two models give
similar results. However, for the larger bubble cases at
Tu = 1.8% and Tu = 0.9%, the k-l-γ-R̃θt model has
trouble predicting the correct shape of the bubble.

Note that we are here comparing the LPT-calibrated
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Figure 4: T106C, R2,is = 100 000 - Comparaison of the
k-ω-γ-R̃θt and the proposed k-l-γ-R̃θt model

k-l-γ-R̃θt model to the flat plate-calibrated CH10 k-ω-γ-
R̃θt and not our recent LPT-calibrated k-ω-γ-R̃θt model
[21], so the performance of the k-l-γ-R̃θt model on this
case is disappointing.

7 Conclusions
The γ-R̃θt transition model has been coupled to the k-l
turbulence model of Smith. To do so, three different
terms in the γ-R̃θt model need to be reformulated and
the ce2 constant reajusted. We found that this k-l-γ-
R̃θt model gives satisfactory results on bypass transition
cases but needs to be recalibrated for more difficult to
model configurations such as separation induced transi-
tion.

This recalibration improves results but the k-l-γ-R̃θt
model still has difficulties capturing the correct bubble
shape. In particular, our current version of the k-l-γ-R̃θt
model is out-performed by the standard CH10 version of
the k-ω-γ-R̃θt model.
A major conclusion is the evidence that switching the

second turbulent variable from ω to l is a major modifica-
tion for the γ-R̃θt model even though it interacts with the
RANS system through the k equation only. It is possible
that the transition model requires further modifications
to be fully adapted to a k-l framework. Additional work
will therefore be done in order to better characterize the
applicability of this k-l-γ-R̃θt model.

Acknowledgment
The present research was funded by SAFRAN-Snecma
and the French Ministry of Research under grant number
ANRT/Cifre-2012/1332. The authors warmly thanks
Itham Salah El Din and Didier Bailly for there partici-
pation in the model recalibration and Hugues Deniau as

x/c

M
is

0.4 0.6 0.8 1
0.4

0.6

0.8

1

R = 100 000

Wilcox ­ Ref CH10

Smith Calibration T106C

T106C ­ Tu = 0,9%

x/c

M
is

0.4 0.6 0.8 1
0.4

0.6

0.8

1

Exp R=100k grid5

Wilcox ­ Ref CH10

Smith Calibration T106C

T106C ­ Tu=1,8%

x/c

M
is

0.4 0.6 0.8 1
0.4

0.6

0.8

1

Exp R=100k grid1

Wilcox ­ Ref CH10

Smith Calibration T106C

T106C ­ Tu=3,2 %

Figure 5: T106C, R2,is = 100 000 - Comparaison of the
k-ω-γ-R̃θt and the LPT-calibrated k-l-γ-R̃θt model

well as Michel Gazaix for their help in the code develop-
ment aspects of this work.

References

[1] R. B. Langtry and F. R. Menter, “Correlation-
Based Transition Modeling for Unstructured Par-
allelized Computational Fluid Dynamics Codes,”
AIAA Journal, vol. 47, pp. 2894–2906, Dec. 2009.

[2] B. Smith, “Prediction of hypersonic shock wave tur-
bulent boundary layer interactions with the k-l two
equation turbulence model,” AIAA, vol. 1995-232,
Jan. 1995.

[3] J. Cliquet, R. Houdeville, and D. Arnal, “Ap-
plication of Laminar-Turbulent Transition Criteria
in Navier-Stokes Computations,” AIAA Journal,
vol. 46, pp. 1182–1190, May 2008.

[4] J. Marty, G. Cottin, and B. Aupoix, “Steady Nu-
merical Investigations of the Transition Process on
an Axial Multistage High Pressure Compressor,”
ERCOFTAC Bulletin, vol. 80, pp. 41–44, Septem-
ber 2009.

[5] J. Steelant and E. Dick, “Modelling of laminar-
turbulent transition for high free-stream turbu-
lence,” Journal of Fluids Engineering, vol. 123,
pp. 22–30, 2001.

[6] R. Pacciani, M. Marconcini, A. Arnone, and
F. Bertini, “Predicting high-lift lp turbine cas-
cades flows using transition-sensitive turbulence clo-
sures,” Journal of Turbomachinery, vol. 136, no. 5,
p. 051007, 2013.

[7] Y. Watanabe, T. Misaka, S. Obayashi, T. Arima,
and Y. Yamaguchi, “Application of crossflow tran-
sition criteria to local correlation-based transition
model,” in 47th AIAA Aerospace Sciences Meeting
Including The New Horizons Forum and Aerospace

76 ERCOFTAC Bulletin 106



Exposition, AIAA 2009-1145, (Orlando, Florida), 6-
8 January 2009.

[8] P. Smirnov and F. Menter, “Sensitization of the SST
Turbulence Model to Rotation and Curvature by
Applying the Spalart-Shur Correction Term,” Jour-
nal of Turbomachinery, vol. 131, pp. 041010–1–8,
October 2009.

[9] R. Corral and F. Gisbert, “Prediction of separation-
induced transition using a correlation-based transi-
tion model,” in ASME Turbo Expo 2010: June 14-
18, Glasgow, UK, no. GT2010-23239, 2010.

[10] S. Frauholz, B. U. Reinartz, S. Müller, and M. Behr,
“Transition prediction for scramjets using γ-R̃θt
model coupled to two turbulence models,” Journal
of Propulsion and Power, vol. 31, no. 5, pp. 1404–
1422, 2015.

[11] P. Spalart and S. Allmaras, “A One-Equation
Turbulence Model for Aerodynamic Flows,” La
Recherche Aérospatiale, vol. 1, pp. 5–21, 1994.

[12] S. Medida and J. D. Baeder, “Role of improved
turbulence and transition modeling methods in ro-
torcraft simulations,” in AHS 69th Annual Forum,
Phoenix, Arizona, May 21-23, 000340, 2013.

[13] J. Rotta, “Über eine Methode zur Berechnung tur-
bulenter Scherstromungen,” technical report, Aero-
dynamische Versuchanstalt Göttingen, 1968.

[14] K. Ng and D. Spalding, “Some applications of a
model of turbulence to boundary layers near walls,”
Physics of Fluids, vol. 15, no. 1, pp. 20–30, 1972.

[15] A. Minot, X. De Saint Victor, J. Marty, and J. Per-
raud, “Advanced numerical setup for separation-
induced transition on high-lift low-pressure turbine
flows using the γ-R̃θt model,” in ASME Turbo Expo

2015, no. GT2015-42160, American Society of Me-
chanical Engineers, 2015.

[16] C. Content and R. Houdeville, “Application of the
γ-R̃θt laminar-turbulent transition model in navier-
stokes computations,” AIAA Journal, vol. 2010-
4445, June 2010.

[17] J. Michálek, M. Monaldi, and T. Arts, “Aerody-
namic Performance of a Very High Lift Low Pres-
sure Turbine Airfoil (T106C) at Low Reynolds and
High Mach Number With Effect of Free Stream
Turbulence Intensity,” Journal of Turbomachinery,
vol. 134, p. 061009, November 2012.

[18] T. Arts and M. Lambert de Rouvroit, “Aero-
Thermal Performance of a Two-Dimensional Highly
Loaded Transonic Turbine Nozzle Guide Vane: A
Test Case for Inviscid and Viscous Flow Computa-
tions,” Journal of Turbomachinery, vol. 114, no. 1,
p. 147, 1992.

[19] L. Cambier, S. Heib, and S. Plot, “The Onera
elsA CFD software: input from research and feed-
back from industry,” Mechanics & Industry, vol. 14,
no. 03, pp. 159–174, 2013.

[20] A. Benyahia, Mise en œuvre et évaluation d’un mod-
èle de transition à équations de transport pour la
simulation d’écoulements en turbomachines. PhD
thesis, Institut Supérieur de l’Aéonautique et de
l’Espace, 2012.

[21] A. Minot, I. S. El-Din, R. Barrier, J.-C. Boniface,
and J. Marty, “Improvement of laminar-turbulent
transition modeling within a low-pressure turbine.,”
in ASME Turbo Expo 2016, no. GT2016-57637,
American Society of Mechanical Engineers, 2016.

ERCOFTAC Bulletin 106 77



Numerical Investigation of Surface Roughness Effect
with Intermittency Transport Model

W.Elsner and P.Warzecha

Institute of Thermal Machinery, Czestochowa University of Technology,
Al. Armii Krajowej 21, 42-200 Czestochowa, Poland

welsner@imc.pcz.czest.pl

1 Introduction
The surface roughness has a strong influence on the
efficiency, heat transfer and the machine maintenance
cost. It results from the fact, that the roughness in-
creases the skin friction of the turbulent boundary layer
and shifts the laminar-turbulent transition upstream
the flow. Surface roughness generally adversely affects
turbomachines aerodynamic efficiency due to thickened
boundary layer and increase of blockage. This is true
for attached boundary layers developing at sufficiently
high Reynolds number as was demonstrated by Boyle
and Senyitko [1], who showed that at Reynolds numbers
Re = 8× 105 ÷ 1.8× 106 surface roughness doubled the
vane loss. Similar observations were done by Waigh and
Kind [2] and Hummel et al. [3]. The losses can also be
decreased, what is the case for airfoils with large lam-
inar separation bubble present in modern low pressure
turbines (LPT) operating at low Reynolds number. The
roughness accelerates l-t transition in separated shear
layer and reduces or even eliminates separation bubble.
Therefore, it is not surprising that recent studies on high-
lift LPT blades suggest that a blade with as-cast surface
roughness could have a lower loss than a polished one [4].

The accurate and reliable prediction of the effect of
surface roughness on fluid flow and heat transfer is of
great interest for designers. It is known however, that
proper prediction of l-t transition is one of the chal-
lenges even for a smooth surface. The increased need
for more accurate flow simulations has resulted in an in-
tense development of transition modeling approaches in
the last decade. They provide an answer regarding the
position of transition onset and the length of transitional
region. Numerical modeling of roughness in a transi-
tional boundary layer is not as popular as for smooth
surface, but there are exist several models, which ac-
count for wall roughness. The most common approach
is to incorporate an appropriate correlations to common
near wall treatment models. Modeling of the flow on
a rough surface should cover the entire blade surface, so
correct computations of the laminar, turbulent and tran-
sitional boundary layers are required. However, because
the roughness influence exerted upon the laminar bound-
ary layer, at least for relative low roughness heights is
negligible, therefore the modeling of turbulent and tran-
sitional boundary layer are the two main tasks in han-
dling the surface roughness.

The critical review of correction available for the shear
stress transport (SST) model was presented by Aupoix
and Spalart [5]. Some transition models have been also
proposed recently, of which the most interesting are a
model relying on roughness-sensitive correlations (Stripf

et al. [6]) and the extension of γ−Reθt model by the other
transport equation for the variable called “roughness am-
plification” introduced by Dassler et al. [7]. Another
valuable model recently proposed by Ge and Durbin [8] is
based on single intermittency transport equation and for-
mulated in local variables only. Elsner and Warzecha [9]
based on γ−Reθt model formulated their own proposal,
which incorporate the roughness transition correlation of
Stripf et al. [6].

The paper discusses the results of verification of the
last approach based on a flat plate data with zero and
non-zero pressure gradients test cases as well as on the
high pressure turbine blade case. For the last case ex-
perimental data produced by Stripf et al. [6] are used.
Finally, the data of LH [17] were used to show the abil-
ity of the model to predict the impact of the roughness
on separated boundary layer.

2 Model Formulation

The model of Elsner and Warzecha (ITMR here-
inafter) [9] is based on the SST turbulence model and
γ − Reθ transition model by Menter et al. [10]. Some-
what earlier, in 2010 Piotrowski et al. [11] proposed an
extension to this model by development of two in-house
correlations for onset location and transition length. The
model has been calibrated using zero and non-zero pres-
sure gradient flat plate test cases as well as HP turbine
blade profile.

Elsner and Warzecha [9] proposed further modifica-
tions to the ITM model in order to take into account
the effect of surface roughness. For technical geometries
the blade surface is not uniform and becomes rough due
to industrial process or alternation of the surface due
to erosion, deposition, pitting or corrosion. In addition,
the surface quality is changing with time. For simplic-
ity in most studies the roughness is characterized by an
equivalent sandgrain height ks. Similar assumption was
applied in this work. To take into account roughness ef-
fect it was necessary to describe the impact of roughness
on a turbulent boundary layer and on the transition lo-
cation. To predict the behavior of turbulent boundary
layer two modifications of SST have been introduced [12].
The first one concerns the wall boundary condition of a
specific dissipation rate ω. Modification of the specific
dissipation rate for rough surface leads to its finite value:

ωw = µ2
τ

ν
SR (1)
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where SR is a nondimensional coefficient defined as:

(2)SR = (50/K+
S )2 for K+

S ≤ 25
SR = (100/K+

S )2 for K+
S > 25

K+
S is a sand grain height given by:

K+
S = µτks

ν
(3)

where ks is the equivalent sand roughness.

For ideally smooth solid surface ω → ∞. It was also
necessary to redefine eddy viscosity µτ .

µτ = a1ρk

max(a1ω; |Ω|F2F3)) (4)

This modification prevents the modeled shear-stress from
being activated in the near wall region such as sublayer
or rough layer. The additional function F3 is equal to
zero in the near-wall region and unity elsewhere. a1 is a
constant equal 0.31 and Ω is the absolute value of vor-
ticity.
To model the l-t transition the correlations based

on Stripf et al. [6] data have been applied. It is
known [10] that the source term in the intermittency
transport equation, through Flength and onset Fonset pa-
rameters, is a function of critical transition Reynolds
number Reθc and vorticity Reynolds number Rev i.e.
Fonset = f(Rev, Reθc). Both Fonset and Flength parame-
ters are located in the production term of intermittency
transport equation. Fonset function plays a key role in
the induction of l-t transition, because it triggers the
intermittency production, while Flength is a function,
which controls the length of the transition zone. Vor-
ticity Reynolds number is calculated locally in classic
way and defined as:

Rev = ρy2

µ

∂u

∂y
= ρy2

µ
S (5)

Reθc determines location where the intermittency starts
to increase in the boundary layer, which occurs upstream
of the location determined by transition Reynolds num-
ber Reθt. To determine Reθc Piotrowski et al. [11] pro-
posed to tie its value with R̃eθc, which results from the
transport equation of the momentum thickness Reynolds
number Reθt according to the relation: Reθc = FP R̃eθt,
where FP is an unknown function and R̃eθtis determined
at the wall. Based on Stripf et al. [6] correlations a mod-
ification to the transition location has been introduced.
For this purpose a new momentum thickness Reynolds
number has been defined that depends also on the ratio
of roughness height kr and displacement thickness δ∗ as
follows:

R̃eθt_R = R̃eθt for kr/δ
∗ ≤ 0.01 (6)

(7)R̃eθt_R =
(

1
R̃eθt

+ 0.0061FΛ

(
kr
δ∗
− 0.01

)fT u
)−1

for kr/δ
∗ > 0.01

Two auxiliary functions are fΛ which takes into account
roughness topographies and fTu which is a function of
the local free stream turbulent intensity Tul−t expressed
as percentage:

FTu = max(0.9; 1.61− exp(−Tul−t)) (8)

Figure 1: Skin friction coefficient Cf for zero-pressure
gradient test case: U∞ = 27m/s (a) and for non zero-
pressure gradient test case: U∞ = 26m/s (b)

The transport equations for intermittency and momen-
tum thickness Reynolds number as well as SST turbu-
lence model with all modifications were implemented in
the commercial package ANSYS Fluent with the use of
User Defined Functions (UDFs).

3 Model Validation
Initially, the model was tested on smooth surfaces. A
comprehensive overview of the tests was presented in a
paper by Piotrowski at al. [11]. They consider several
test cases with various inlet and boundary conditions
including among other ERCOFTAC flat plate zero
pressure gradient Test Cases (T3A and T3B) and one
with varying pressure distribution (T3C4). Further
on authors consider N3-60-0.4 turbine blade Test Case
with inlet turbulence intensity Tu = 0.4%. The tests
proved that the model appears to be sufficiently precise
and enables accurate predictions of boundary layer
development for various flow configurations and inflow
conditions. The quality of the prediction was compared
with other intermittency based models.

Flat plate test case
For smooth walls, there are many test cases, but it is
difficult to find in the literature well documented experi-
mental studies for rough surfaces. In the absence of con-
temporary data, one can refer to studies from the seven-
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Figure 2: Geometry and the mesh of HPTV blade vane

ties performed at Stanford University and Sandia Lab-
oratories [13,14]. Thus the ITMR model was initially
verified on simple test cases i.e. a flat plate turbulent
boundary layer with zero pressure gradient published by
Healzer [13] and a flat plate turbulent boundary layer
with non-zero pressure gradient published by Coleman
et al. [14]. In both experiments the same test section of
dimensions 2.4m in length, 0.508m in wide and 0.102m
in height has been used. The roughness was obtained by
means of copper balls with a diameter of d0 = 1.27mm
brazed together in a most dense configuration. Based
on available data the equivalent sand roughness was
calculated and equal to ks = 0.62 × d0 = 0.79mm.
Among the available data two cases were selected i.e.
with U∞ = 27m/s for the zero pressure gradient and
U∞ = 26m/s for the non-zero pressure gradient test
case. The inlet turbulence intensity was in both cases
equal Tu = 0.4%.
Fig. 1a shows experimental and numerical results for

skin friction coefficient distribution for zero pressure gra-
dient test cases. The results for ITMR model are com-
pared with experimental results (circles) and results ob-
tained by Stripf with DEM-TLV model [15]. Addition-
ally, the curve presenting the semi-empirical formula pro-
posed by Mills and Hang [16] is shown. This formula:

Cf = (3.476 + 0.707ln(x/Ks))−2.46 (9)

defines skin friction coefficient on sand-roughened flat
plate, which is valid in the full-rough regime. One may
observe that ITMR model predicts the skin friction co-
efficient along the plate with quite good accuracy com-
pared to experiment. For this case the results are almost
identical with DEM-TLV data. It is seen also that Mills
and Hang correlation overpredict the experimental data
especially in the second part of the plate.
The next test concerns the non-zero pressure gradient

case, which was experimentally investigated for several
variable free stream velocity distributions along flat
plate [14]. The case with inlet velocity U∞ = 26m/s
was chosen. Fig. 1b shows the comparison of skin
friction coefficient predicted by numerical models with
experiment. A slight discrepancy can be seen for both
ITMR and DEM-TLV models where the first one
takes slightly lower and the second one slightly higher
values. Nevertheless it is clear that the performance of
the ITMR model is sufficient to calculate rough wall
turbulent boundary layer and it may be applied for
more demanding test cases.

Figure 3: Shear stress (own numerical results) and Nus-
selt number (Stripf experimental and DEM-TLV results)
(a) and shape factor (own numerical results) (b) for the
HPTV blade

High pressure turbine blade test case
For confirmation that the proposed approach can be used
for more complex industrial cases it was validated against
data of the high pressure turbine vane (HPTV), of a
chord c = 93.95mm, experimentally and numerically in-
vestigated at Karlsruhe University [15]. The geometry
and the grid is presented in Fig. 2.

The validation of the roughness model was performed
for Reynolds number Re = 1.4× 105 and turbulence in-
tensity Tu = 3.5%. The applied deterministic roughness
consisted of evenly spaced truncated cones uniformly dis-
tributed on the blade surface. Roughness height varied
from 20µm, through 37µm, and finally 70µm. The equiv-
alent sand roughness ks needed to model the flow was cal-
culated by Stripf et al. [15] according to Waigh and Kind
correlation. Additionally, a smooth surface was used as
a reference case. Table 1 contains the basic roughness
parameters as well as boundary layer data needed for
flow calculations. The displacement thickness and tur-
bulence intensity given in Table 1 were determined at the
l-t transition point detected during calculations.

Fig. 3a presents the shear stress distribution ob-
tained numerically by ITMR model (solid lines) juxta-
posed with Nusselt number distributions (points) calcu-
lated from the experiment and obtained with DEM-TLV
model by Stripf et al. [16]. Both shear stress and Nusselt
number are good indicators of transition onset location.
Shear stress is proportional to velocity gradient, while
Nusselt number is proportional to the temperature gra-
dient near the wall and both quantities rise dramatically
on the border of laminar and turbulent flow.
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Table 1: Roughness parameters and basic boundary layer parameters

Test Case
Roughness
parameters

Boundary layer
parameters

kr
[mm]

K+
S

[-]
kr/δ

∗

[-]
δ∗

[mm]
Tul−t
[%]

τ
[Pa]

uτ
[m/s]

HPTV_20a 0.072 22.0
5 0.46 0.157 0.98 39 6.21

HPTV_40b 0.129 48.1
3 1.26 0.102 1.0 57.9 7.57

HPTV_70c 0.238 99.0
3 3.26 0.073 1.19 72 8.44

Figure 4: Distributions of critical Reynolds number Reθc
along the wall

One can observe that ITMR model gives qualitatively
good prediction of the boundary layer development, al-
though the increase of shear stress is more abrupt than
raise of experimental Nusselt number. Comparing both
numerical results one may conclude that ITMR model
detects l-t transition more accurately. For the smooth
case at the rear part of the blade a small separation
reported by Stripf et al. [16] has been confirmed. It
is the most important region as the state of boundary
layer here decides about the magnitude of losses. With
the increase of roughness height the transition location
is shifted upstream. Even for the smallest value of kr
(20µm) the boundary layer looks to be sensitive to the
surface roughness. The impact of roughness could be also
clearly evaluated by the analysis of shape factor (see Fig.
3b), which is among the most precise indicators of the
boundary layer state. For a smooth case the shape fac-
tor reaches the value H = 3.4 in the rear part of the
suction side indicating laminar separation, and with the
increase of kr this peak is damped and for the remaining
cases the drop of H value to turbulent state (≈ 1.6) is
located more upstream.
The functioning of the model can be explained by

the analysis of the critical transition Reynolds number
Reθc (Fig. 4) which determines the location where
the intermittency starts to increase in the boundary
layer. It can be seen that the surface roughness makes
the critical Reynolds number smaller and thus triggers
the intermittency production term at an earlier phase
accelerating the transition.

Flat plate test case with separation
As it was already mentioned, high-lift turbine blades
used in modern turbine aeroengines are subjected to
strong adverse pressure gradient and surface roughness
could be considered as one of the passive methods of

Figure 5: The mesh for LH Test Case

boundary layer control. For confirmation that the pro-
posed approach can be used for such an industrial flow,
in the absence of appropriate test cases, it was decided
to select Lou and Hourmouziadis flat plate test case (LH
hereinafter) [17]. The advantage of that test case is the
fact that the induced pressure profile is typical for suc-
tion side of highly-loaded turbine airfoil. The drawback
is that the only available data are for a smooth wall.
That is why it cannot be treated as a proper validation
test case for roughness, however we are able to show the
expected behavior of the model for strong adverse pres-
sure gradient and separated boundary layer. Experimen-
tal setup and database is available in [17]. For the anal-
ysed case the inlet turbulence intensity was Tu = 0.6%
and the inflow velocity was set to U∞ = 9m/s. The
geometry and the mesh is presented in Fig. 5.

Figure 6: Pressure coefficient Cp distribution for the
smooth case

The roughness parameters used for the analyzed test
cases were collected in Table 2. It is seen that kr varies
from 320 to 570µm.

Fig. 6 shows the calculated and measured pressure
coefficient Cp for a smooth case. The main flow over the
flat plate is accelerated up to x = 0.3m and then diffused
by the adverse pressure gradient. The separation bubble
is clearly seen between 0.39 and 0.47m, where plateau of
Cp can be noticed.
The position and the dimension of the separation bub-

ble is marked by the white line in Fig. 7 and 8. The
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Table 2: Roughness parameters and basic boundary layer parameters

Test Case
Roughness
parameters

Boundary layer
parameters

kr
[mm]

K+
S

[-]
kr/δ

∗

[-]
δ∗

[mm]
Tul−t
[%]

τ
[Pa]

uτ
[m/s]

ITMR26 0.32 26 0.19 1.66 0.426 0.49 0.64
ITMR41 0.46 41 0.30 1.52 0.423 0.56 0.68
ITMR56 0.57 56 0.46 1.23 0.420 0.69 0.76

Figure 7: Contour plots of normalized velocity U/U∞ for
different roughness height

graphs, where ITM corresponds to smooth wall and
ITMR to the rough wall, present the impact of surface
roughness on near wall region, especially visible in the
area of separation. The higher roughness promotes an
earlier transition of the separated boundary layer and
leads to the reduction of the size of separation bub-
ble (test cases ITMR26 and ITMR41) and even to its
disappearance for the highest roughness level (test case
ITMR56). It should be noted however, that the point of
detachment does not vary, but there is a shift of reattach-
ment upstream the flow accompanied by the reduction
of the bubble height. Fig. 8 shows that it is due to the
rise of turbulent kinetic energy in the separated lami-
nar boundary layer and the increase of the momentum
transfer towards the wall.
Fig. 9 presents the shear stress and shape factor for

smooth and rough walls. It is seen that the shape factor
for the smooth wall follows closely the experimental data
up to x = 0.45m, where separated shear layer undergoes
transition and reattaches. At this point the computed

Figure 8: Contour plots of normalized u′/U∞ for differ-
ent roughness height

distribution of H is somewhat underpredicted, while in
the recovery region after the reattachment (x = 0.47m)
it takes slightly higher values in comparison with exper-
iment. The above observations are confirmed looking in
shear stress distributions. It can be further noted that
increase in the roughness level leads to rise in the value
of shear stress not only in transition region, but also
downstream detachment point.

4 Conclusions
The paper draws the attention to the problem of accurate
and reliable predictions of surface roughness impact on
fluid flow, which is of great interest for designers. The
modeling approach (ITMR model) based on γ − Reθt
model accounting for effect of surface roughness has been
presented. The studies proved that the ITMR model
appears to be sufficiently precise and enables a qualita-
tively correct prediction of boundary layer development
for tested flow configurations. The model gives good re-
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Figure 9: Shear stress (a) and shape factor (b) for LH
Test Case

sults for transition in attached boundary layers, but it
should work also well for separated boundary layers. One
should be however aware of the complexity of the task,
as the modeling of l-t transition and especially model-
ing of l-t transition on rough surfaces are far from being
mature.
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Abstract
Flow in turbomachines is generally highly turbulent.
The boundary layers, however, often exhibit laminar-to-
turbulent transition. Relaminarization from turbulent to
laminar flow may also occur. The state of the boundary
layer is important since it strongly influences transport
processes like skin friction and heat transfer.

It is therefore vitally important for the designer to un-
derstand the process of laminar-to-turbulent transition
and to be able to determine the position of transition
onset and the length of the transitional region. Several
approaches exist to numerically predict transition along
a solid body, but the uncertainty of these simulations
are quite unknown. In order to get more insight into
the process of transition and relaminarization it is often
helpful to study simplified test cases first. Therefore, in
this paper the transitional flow along a flat plate is ex-
perimentally and numerically studied and the capability
of numerical approaches to predict the transition process
accurately will be highlighted.

Constant temperature anemometry (CTA) as well as
laser Doppler anemometry (LDA) measurements are per-
formed to study the transitional flow. The measurement
results are then compared with the results of different nu-
merical simulations using the Reynolds-averaged Navier-
Stokes (RANS) approach with different transition mod-
els as well as an embedded large eddy simulation (eLES).
Time averaged and instantaneous velocity profiles are
compared with the measurement data. Additionally time
signals of the CTA probe are compared with the LES
data.

In this way the capability of modern RANS models
and of an embedded large eddy simulation in predicting
transition are studied. The features of an eLES regarding
the simulation of transition are presented.

1 Introduction
In flows along solid body surfaces the boundary layer
represents the narrow zone between the wall and the free
stream where viscous effects are important. Its state of
flow (laminar or turbulent) may have strong impact on
transport processes like wall friction and heat transfer.
These processes influence the efficiency as well as the
thermal stress for example of a turbine blade. In turbo-
machinery the laminar or turbulent state of the boundary

layer may therefore affect the efficiency of the stages and
has an effect on other flow characteristics in the machine
as well [1].

At the first contact of a flow with a stationary struc-
ture, the boundary layer is laminar and then develops
from laminar to turbulent (under the appropriate flow
conditions) via a transitional region. There are mainly
three different types of transition: Natural, bypass and
separated-flow transition. Schlichting and Gersten [2] ex-
tensively discussed the different stages a boundary layer
passes through within the natural transition zone before
becoming fully turbulent. In turbomachinery, where gen-
erally high free-stream turbulence exists whose fluctua-
tions act on the boundary layer flow, bypass transition is
the dominant feature where the earlier stages of natural
transition are bypassed.

Many parameters, like free-stream velocity, accelera-
tion, free-stream turbulence etc., may influence the state
of a boundary layer. It is therefore important to under-
stand the effect of these parameters on the onset position
and length of the transitional zone in order to predict and
potentially control the state of the boundary layer. In
turbomachinery, the efficiency of blades and stages can
be improved considering transition, thus improving the
overall machine performance. In 1991, Mayle published
a comprehensive review of the importance of transition
in gas turbines [3]. He analyzed experiments performed
by several research groups in order to find the influence
of different flow parameters on the transition process.

Additional experiments have been performed in the
last years by many research groups. Yip et al. performed
in-flight measurements, detected transition with the help
of Preston tubes and analyzed the influence of the flight
conditions on the boundary layer along an airfoil [4].
In this way they performed full-scale Reynolds num-
ber flow measurements including relaminarization and
attachment-line transition. Oyewola et al. used hot-wire
anemometry and laser Doppler anemometry (LDA) to in-
vestigate the effect of wall suction on a turbulent bound-
ary layer [5, 6]. Widmann et al. performed near-wall
measurements with particle image velocimetry (PIV) in
order to measure Tollmien-Schlichting waves [7]. Hot-
film measurements were performed, e.g., by Mukund et
al. [8] who investigated relaminarization along a convex
surface. Preston-tube and thermographic measurements
by Bader and Sanz [9] and Bader et al. [10] showed an
interesting comparison between different measurement
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Figure 1: Göttinger-type wind tunnel with closed test section used for experiments

techniques regarding their capability to detect transition.
In addition to measurements, numerical models were

developed to predict the laminar-to-turbulent transition
process. Common models are, for example, the k-kL-ω
model by Walters and Cokljat [11], the intermittency γ
model by Menter et al. [12] and the γ-ReΘ model by
Menter et al. [13] and Langtry [14]. For the latter, var-
ious correlations for important model parameters were
developed [15, 16, 17, 18, 19].

So far, mainly the transition from laminar to turbulent
flow was investigated. Under certain flow conditions (like
high acceleration), however, a reverse transition or re-
laminarization from turbulent to laminar can occur. Up
to now, only few measurements on relaminarization were
reported [20, 21, 22]. Therefore, at the Institute of Ther-
mal Turbomachinery and Machine Dynamics (ITTM) of
Graz University of Technology a project was launched in
order to understand the process of relaminarization.

The aim of this project is to understand the process
of transition and relaminarization even further. Exper-
imental and numerical means have been extensively ap-
plied to tackle this task. So several measurement tech-
niques have been used to predict transition and have
been validated against each other [9, 10]. In the present
paper the results of constant-temperature anemometry
(CTA) as well as laser Doppler anemometry (LDA) will
be presented. The measurement results are compared to
computational fluid dynamics (CFD) calculations.

For the CFD simulations Reynolds-averaged Navier-
Stokes (RANS) simulations with different transition
models as well as large eddy simulation (LES) have been
performed. As transition models for the RANS simula-
tions two intermittency models, namely the γ and the γ-
ReΘ model and the k-kL-ω model have been used. The
LES solution was obtained applying a RANS-LES hy-
brid approach to reduce the computational effort, called
embedded large eddy simulation (eLES). The CFD sim-
ulations have been done by Bionic Surface Technologies
GmbH (BST). Their special expertises are riblet simula-
tions and their application. These numerical simulations
also function as prestudies for investigations in the influ-
ence of riblets on transition.

2 Experimental Setup

In this section, the experimental setup used for the CTA
and LDA measurements is presented. The detailed re-
sults of the hot wire measurements have already been
presented by Bader et al. [10] and are only shortly dis-
cussed here. The measurement data is used for the eval-
uation of the simulations in the next section.

2.1 Test Facility
The tests were performed in a Göttingen-type wind tun-
nel with closed test section at the Institute of Fluid Me-
chanics and Heat Transfer. A sketch of the tunnel is
given in Fig. 1(a). The wind tunnel is powered by two
fans with a total power input of 75 kW . The air is con-
veyed to the nozzle and the test section via two corners
with guide vanes. The maximum achievable flow-rate
equivalent velocity is about 30 m/s. The nozzle exit
cross section is 2 m wide and 1 m high. Downstream
from the nozzle, a 6 m long channel for developing flow
velocity profiles is installed. The test section itself is
about 2.6 m long. The top panel of the tunnel is ad-
justable for controlling the pressure gradient along the
test section.

Since the turbulence of the wind tunnel flow is well
below 1 %, a turbulence grid is installed upstream from
the test section in order to raise the turbulence level to
about 3 % to 4 %. The turbulence grid consists of equally
spaced cylindrical rods. As suggested by Roach, the grid
has a solidity below 50 %, and its position upstream from
the first measuring point satisfies the x/d > 10 criterion,
where x represents the streamwise coordinate and d the
diameter of the rods [23].

Downstream from the turbulence grid, but upstream
from the flat plate, the first measurement section is lo-
cated (inlet of the computational domain in Fig. 1(b).
At this plane the turbulence level and the free-stream
velocity were measured in order to get the inlet bound-
ary conditions for the numerical simulations.

Figure 1(b) also shows the position of the flat plate.
The plate is inclined by two degrees against the bottom
wall of the channel in order to ensure that the flow is
attached at the upper surface. The plate distance from
the side walls is larger than the boundary layer thick-
ness there in order to avoid influences from the sidewall
boundary layers on the flow along the plate.

2.2 Hot Wire Anemometry
In the present work hot wire anemometry was also ap-
plied for measuring flow velocities. A multi-channel
constant-temperature anemometer (CTA) 54N82 with a
54N95 transmitter from Dantec Dynamics A/S was used
with miniature X-wire probes type 55P63 with 90◦ tilted
heads for the velocity measurements along the plate.
Straight probes type 55P61 were used for measuring the
free-stream turbulence upstream from the plate. For the
temperature compensation, a 90P10 reference tempera-
ture probe was used. The measurements were performed
with a sampling frequency of 10 kHz, collecting a total
number of 80,000 samples for each measuring position.
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Figure 2: Numerical domain of the 3D RANS simulation

2.3 Laser Doppler Anemometry
Additionally LDA measurements were performed in or-
der to get the velocity and its fluctuations within the
boundary layer. The two-dimensional LDA system by
Dantec Dynamics A/S consists of a 6 Watt Argon-Ion
Laser, two Burst Spectrum Analyzer (BSA) processors,
57N35 model S and 57N20, and a 60x41 FiberFlow trans-
mitter (λ1 = 514.5 nm, λ2 = 488 nm).
As optic a 60 mm probe head (60x67 2D probe) with a

beam distance of 75.24 mm, a focal distance of 1000 mm
and a beam diameter of 2.2 mm (in front of the lens) is
used.
For seeding a fog generator from EHLE-HD was ap-

plied with Slow Fog glycol-water-based seeding medium.
The density is approximately ρ = 1260 kg/m3, thus the
seeding particles act as a low pass filter up to about
f(−3dB) = 41 kHz [24].

3 CFD Simulation
The simulations were performed for a free-stream veloc-
ity of 10 m/s where transitional flow was detected along
the plate in the measurements. The measured turbu-
lence intensity was Tu = 3.15 % in the free stream at the
plate leading edge. The turbulent boundary conditions
at the inlet of the computational domain were found by
the requirement of matching the measured free-stream
turbulence intensity along the plate.

3.1 3D RANS Simulations
In this section the CFD results of a Reynolds-averaged
Navier-Stokes (RANS) simulation are presented. The
calculations have been performed with the commercial
solver ANSYS® Fluent® v15.0. In order to predict tran-
sition three different transition models have been used
and are compared to each other. Two models, the γ [12]
and the γ-ReΘ model [13], are based on the intermit-
tency approach. The intermittency which is defined as
the ratio of time when the flow is turbulent to the to-
tal time is an indicator of the transitional state of the
boundary layer. It is modelled with a transport equa-
tion and is used to modify the turbulence production in
the SST turbulence model equations [13]. The γ model
has been recently derived from the more complex γ-ReΘ
model and needs only one transport equation. The third
model, the k-kL-ω model [11], additionally considers the
transport of the so-called laminar kinetic energy which
precedes the transition process. It triggers the formation
of turbulence kinetic energy in the transition process.
For the calculation a three dimensional mesh was used

covering the whole flow domain with all details like the
plate mounting. The domain starts 1385 mm upstream
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Figure 3: Comparison of measured and simulated free-
stream turbulence intensity

of the leading edge of the flat plate (see Figure 1(b))
with a velocity inlet boundary condition. The numerical
mesh was generated with the program HEXPRESS™ of
NUMECA. It is an unstructured mesh with a cell number
of around 8 million cells. The geometry together with
the applied numerical boundary conditions and a mesh
sketch can be seen in Figure (2). The near wall condition
on grid fineness of y+ ≤ 1 for transition modeling was
fulfilled along the plate’s upper side.

3.1.1 Development of Turbulence Intensity
At first the turbulence inlet boundary conditions were
adjusted in order to capture the measured free-stream
turbulence intensity along the flat plate (see Figure (3)).
All three simulated cases exhibit a very good agreement
with the measurement values, so that the flow condi-
tions along the plate can be considered as similar. It is
interesting that the k-kL-ω model shows a slightly higher
turbulence for the same inlet boundary conditions.

3.1.2 Skin Friction Coefficient
At the trailing edge in the center of the plate a foothold
is mounted at the bottom side to hold the plate in its
position. This support has a slight influence on the flow
at the rear part of the plate at the centerline. To avoid
this influence on the result the following evaluation of
the skin friction coefficient was made at a z-position of
750 mm (≈ 33% plate width) where it is negligible.

The calculated skin friction coefficient cf is plotted
over the plate length in Figure (4). cf is defined as

cf = τw

1/2 · ρ · U2
∞,0

(1)

where U∞,0 represents the inlet velocity of 10 m/s, τw

the wall shear stress and ρ the fluid density.
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Figure 4: Calculated skin friction coefficient along the
plate
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Figure 5: Dimensionless velocity profiles along the plate;
comparison of RANS solutions with the measurements

All three models show a decrease of the skin friction
coefficient in the leading edge region as expected in a
laminar boundary layer flow upstream of the start of the
transitional zone. The intermittency models both show
a rise in skin friction and thus beginning transition sig-
nificantly more upstream than the k-kL-ω model. On
the other hand this model predicts a slightly more rapid
transition process. Due to the later transition the skin
friction of the k-kL-ω model is slightly higher after tran-
sition compared to the other models. The sudden rise of
the skin friction coefficient at the trailing edge is caused
by the enlargement of the flow area there which leads to
an overspeed.

3.1.3 Velocity Profiles

A detailed insight into the boundary layer flow is given by
the dimensionless velocity profiles at different positions
along the plate. In Figure (5) the the non-dimensional
velocity u∗ is plotted for a dimensionless wall distance

Figure 6: Position of eLES domain

Figure 7: Sketch of the mesh in the RANS inlet section
and in the LES region; instantaneous wall shear is shown
along the plate

y∗. These values are defined as

y∗ = y

δ(x) (2)

u∗ = u(y)
U∞(x) (3)

where δ(x) represents the local boundary layer thickness
and U∞(x) the local free-stream velocity at each posi-
tion. The edge of the boundary layer is defined as the
distance normal to the wall with

u(y = δ(x)) = 0.99 U∞(x) (4)

Besides the measurement and simulation data the
1/7th-power law profile is plotted in Figure (5), which
is a good approximation of a fully turbulent boundary
layer and which is defined as

u∗ = (y∗)
1
7 (5)

At the first location MP 245, which is located 245 mm
downstream of the plate leading edge, the three calcu-
lated velocity profiles differ remarkably from the 1/7th-
power law indicating that all simulations predict laminar
or transitional flow which agrees with the results shown
in Figure (4). The k-kL-ω velocity profile deviates most;
the boundary layer is still laminar. The transition pre-
dicted by the γ model is a little bit more advanced com-
pared to the one of the γ-ReΘ model.

Once transition is completed the two intermittency
models predict identical results. So in measurement
point MP 345, which is located 345 mm downstream
of the plate leading edge, the intermittency results agree
well with the measured velocity profile. The profile is
not fully turbulent compared to the 1/7th-power law in-
dicating that transition is not yet completed. The k-kL-ω
velocity profile rises linearly to approximately y∗ ∼ 0.3
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revealing its still laminar character which agrees with
the observations of the skin friction distribution of Fig-
ure (4).
At the next position MP 445 all calculated velocity

profiles agree well with each other and with the mea-
sured profile especially close to the wall. This is approx-
imately the location where all models predict the same
skin friction coefficient value in Figure (4).
With rising distance from the leading edge measured

and calculated profiles become more turbulent, converg-
ing towards the 1/7th-power law. But whereas the in-
termittency models nearly perfectly match the measured
velocity profiles, the k-kL-ω model exhibits a fuller pro-
file. This observation agrees with the higher skin friction
value in Figure (4). It also fits better to the 1/7th-power
law at the last two positions which indicates a "more
turbulent" flow at the back of the plate compared to the
measured and intermittency model velocity profiles.

4 Embedded Large Eddy
Simulation (eLES)

Large eddy simulation is said to be able to predict tran-
sition without additional modelling. In order to see its
capability an embedded LES (eLES) is performed on the
same test case. Embedded LES is a method that com-
bines LES and RANS in such a way that an LES region
is embedded in a surrounding RANS zone. Special inter-
faces are necessary for the information transport between
the different regions.
For the simulation with eLES not the whole three di-

mensional test area of the wind tunnel was simulated,
but a small section of 80 mm width as displayed in Fig-
ure (6). This is acceptable as the RANS simulations
above show only small variations in transverse direction.
Although the computational domain is reduced the mesh
size increases due to the higher mesh density necessary
for LES. The mesh was generated according to the guide-
line for transition modelling with eLES by Menter [25].
The dimensionless cell size within the boundary layer is
∆x+ < 40 (streamwise), ∆y+ < 1 (normal to wall) and
∆z+ < 20 (transveral).
The mesh used in this study has two different calcu-

lation domains. The near-wall part of the reduced flow
domain is covered by an LES domain (see Figure (6)). A
RANS domain is arranged in front and on top of the LES
domain. Figure (7) shows the two flow domains at the
inlet and gives a sketch of the RANS and LES meshes.
The cell size in the LES mesh is about 1/20th of the one
in the RANS zone. The requirements on grid fineness
for the LES computation lead to about 45 million cells
for the LES domain, the total cell number including the

Figure 9: Detailed view of instantaneous eLES (top) and
RANS (bottom) skin friction coefficient in the transi-
tional region (245 mm-645 mm from leading edge.

RANS zones is about 62 million.
Classical LES requires unsteady boundary conditions

at turbulent inlets/interfaces. For the RANS–LES inter-
face ANSYS® Fluent® v15.0 offers the vortex method and
the spectral synthesizer. Both methods create stochas-
tically discrete vortices at the inlet. Their distribution,
strength, and size are modeled in order to provide the
desirable characteristics of real turbulence. The input
parameters are the turbulent scales (k and ω or k and
ε) from an upstream RANS computation (for further de-
tails see [26] and [25]).

In order to use the stochastic turbulence generator at
the interface, in this simulation a short RANS zone is
placed in the leading edge region. The k-kL-ω model
is used there, the inlet boundary conditions were taken
from the 3D RANS solution, with the variables velocity
~v, turbulence kinetic energy kT , laminar kinetic energy
kL and specific dissipation rate ω. At the streamwise
plate position x = 0.004 m the LES domain starts, so
that the interface between the RANS and LES domain
is situated in the laminar region. The spectral synthe-
sizer was chosen at the RANS–LES interface in front and
on the top of the LES zone. With this configuration it
was possible to generate a laminar flow in the first sec-
tion of the flat plate which gets turbulent at downstream
positions. Figure (7) shows the wall shear in the inter-
face region. Small disturbances starting at the interface
move into the LES region. In the side walls of the com-
putational domain periodic flow conditions are assumed.

For the simulation a timestep of ts = 2.5 · 10−5 has
been used. Convergence of the solution is checked by
plotting the total drag of the flat plate over time. 8000
time iterations were performed which took about 4 weeks
on a 10-core computer; the solution was stored for every
100th step leading to 80 instantaneous distributions for
the data evaluation.

Figure (8) shows a comparison of the skin friction coef-
ficient cf along the plate between the RANS results and
the eLES. The diagram includes an instantaneous eLES
result, a time-averaged result at mid line and a time- and
transversely averaged result.

The instantaneous distribution shows large fluctua-
tions starting approximately at the location of the tran-
sition onset as predicted by the k-kL-ω model. The time-
averaged result also indicates an increase of the cf value
at a similar location. But the fluctuations indicate that
additional time snapshots should be used for averaging to
obtain a "steady" result. The additional spatial averaging
in transversal direction increases the number of instan-
taneous solutions used for averaging so that a smoother
cf distribution is obtained with values in the fully turbu-
lent region close to the RANS results. But the averaged
eLES solution predicts the most downstream transition
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Figure 10: Instationary wall shear stress distributions
from LES

onset compared to all three RANS results.
The interface between RANS and LES domain can be

observed in a slight spike shortly after the leading edge of
the plate, but the nature of the laminar boundary layer
is not influenced by the interface.
Figure (9) gives a comparison of an instantaneous

cf distribution (top view) with the RANS k-kL-ω so-
lution (bottom view) along the plate surface in the tran-
sitional region (245 mm ≤ x ≤ 645 mm). The peak
values seen in Figure (8) are visible as red spots in the
eLES domain and can be considered as turbulent bursts
which are transported downstream. They also cause rel-
atively strong lateral fluctuations which are shown by
the streamlines close to the wall in the eLES solution.
The large regions of low skin friction (blue zones) are
of laminar character which is also shown by the nearly
straight streamlines. It is interesting that the local cf

values show maxima about five times higher than the
averaged cf -values.
In order to better show the unsteady nature of the

flow Figure (10) gives five snapshots of the wall shear
stress distribution covering a time period of 0.1 s. In the
first snapshot we see two spots of high wall shear evolving
at both side walls of the computational domain. They
grow and cover a more and more broad zone of the flow
section until they eventually merge at t = 0.75 s. The
zone of low wall shear is pushed forward by the evolving
turbulence and is finally trapped between regions of high
turbulence (t = 0.75 s). Finally it also transitions under
the influence of the neighboring turbulent fluctuations.

Time signals of velocity fluctuations are also an appro-
priate indicator of the state of the boundary layer. Fig-
ure (11) compares the time signals of the CTA measure-
ment with the eLES results. The signals are taken at
several streamwise positions, 3 mm above the plate. It
can be observed that measured and simulated signals
have similar characteristics, although the measurement
signal possesses additional higher-frequency oscillations.
In the measurements the first two signals (x = 345 mm
and x = 445 mm) offer long laminar periods; further
downstream, fluctuations start to increase but still lam-
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Figure 11: Time signal of velocity at different streamwise
positions

inar zones can be found between turbulent packages
(x = 545 mm and x = 645 mm). At x = 745 mm
the boundary layer appears to be fully turbulent. In the
eLES first turbulent packages turn up more downstream
at x = 645 mm; laminar periods can be still detected at
x = 745 mm and x = 845 mm. At x = 945 mm the time
signal seems fully turbulent. This again indicates a later
and shorter transition process as also observed in the cf

distribution of Figure (8).
In Figure (12) the non-dimensional velocity pro-

files u∗(y∗) of the eLES solution are plotted in two
ways: time-averaged at the mid line and time- and
transversally-averaged. The measurement data and
again the power law according to Equation (Eq. (5)) are
also included. Additionally in Figure (13) several instan-
taneous velocity profiles are compared with each other.
The small differences between time-averaged and time-
space-averaged profiles show that more snapshots than
80 are necessary to obtain a "steady" result.

At the first position (MP 345) the eLES curves show
similar behavior close to the wall and their slope indi-
cates the laminar character there. This is confirmed by
the instantaneous profiles of Figure (13) which all show
the same slope close to the wall and only small deviations
to each other. At larger wall distance the time-space-
averaged profile approaches the 1/7th-power law. The
difference to the measurement results again reveals that
the measurement shows a transitional boundary layer
there. At the next position (MP 445) there are small
differences between both eLES results; and the simula-
tion still shows a laminar profile whereas the measured
profile approaches the power law indicating its turbulent
character. At MP 645 the slope of both eLES profiles is
steeper but has not yet reached the fully turbulent distri-
bution. The instantaneous profiles also show partly lam-
inar, partly turbulent character which agrees with the
observations of Figure (10). At MP 845 measured and
calculated profiles agree well with the 1/7th-power law;
the flow is turbulent. The instantaneous profiles fluctu-
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Figure 12: Dimensionless velocity profiles along the
plate; comparison of LES results with the measurements

ate and differ remarkably as expected from a turbulent
boundary layer.

5 Summary and Conclusions
Accurate transition prediction is still a topic of research.
Therefore in this work this problem is tackled by exper-
imental and numerical investigations of the transitional
flow along a flat plate. Three different RANS simulations
with transition modeling and an eLES were evaluated
based on CTA and LDA data of the velocity profiles.
The best results are obtained with the intermittency
based transition models which could capture the transi-
tion zone best based on a comparison between measured
and calculated boundary layer velocity profiles. The γ
model which was derived from the more complex γ-ReΘ
model gives nearly identical results at a reduced compu-
tational effort. The third RANS model, the k − kL − ω
model, gives also reasonable results but predicts a too
late transition process compared to the experiments.
The eLES method which combines RANS and LES do-

mains gives an insight into the unsteady development of
transition. Very long computational times are necessary
to obtain a converged time-averaged "steady" flow.The
eLES could clearly capture the transition process. The
evolution and development of turbulent bursts are vis-
ible in the wall shear stress contours. The associated
velocity profiles in the boundary layer show laminar and
turbulent profiles in the transition zone. But the pre-
dicted transition process takes place too far downstream
similar to the k − kL − ω model predictions.
Summarizing, for the test case presented all numer-

ical approaches give reasonable results and are able to
predict transition. But the simplest approach, the in-
termittency based RANS simulations, exhibits the best
agreement with the measurement data especially regard-
ing the transition process. Further evaluations will be
performed on non-zero-gradient flows in order to improve
the knowledge on the accuracy of transition modelling.
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Figure 13: Instantaneous dimensionless velocity profiles
from LES at three streamwise positions
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1 Introduction
At present, computational fluid dynamics (CFD) is
evolving from a single discipline to become one of
the components of multi-disciplinary simulation envi-
ronments. These multi-disciplinary simulation environ-
ments comprise CFD codes, computational structure me-
chanics codes and flight mechanics methods and are
meant to be used for approaching the vision of the digital
aircraft [1]. The wording ’flying the equations’ expresses
the idea of executing highly coupled simulations involv-
ing many different software components and carrying out
high-fidelity CFD for realistic aircraft configurations in a
time-accurate manner within the complete flight range,
that is, for the design point as well as for situations near
the flight envelope which limits the flight range.

For achieving the necessary reliability of the simula-
tion results on the CFD side, especially near the flight
envelope, significant improvements of the turbulence and
transition models must be developed and incorporated
into the codes. For the simulation of turbulence effects
within Reynolds-averaged Navier-Stokes (RANS) solvers
Reynolds stress models (RSM) is an approach that more
and more CFD users have started to use and to request
experiencing that for specific flow phenomena the results
can match experimental findings significantly better than
eddy-viscosity models (EVM) [2-4]. For the considera-
tion of effects of boundary-layer transition in external
flows about aircraft laminar-turbulent transition predic-
tion techniques providing the points of transition onset
and the transitional flow regime must be applicable in
a fully automatic and autonomous manner so that tran-
sition prediction can be carried out during the ongoing
run of a CFD simulation.

In the DLR TAU code [5], the unstructured CFD
simulation system for external compressible aerody-
namics at DLR, we focus on two different basic con-
cepts [6], at present, streamline-based approaches and
local correlation-based approaches with transport equa-
tions. In the following, we outline briefly some of the
major challenges for the application of transition predic-
tion techniques that we see for the future realization of
’flying the equations’.

2 Streamline-based Approaches
The streamline-based approaches are based on a coupled
iteration between the RANS solver and a transition pre-
diction module that provides transition locations which
have to converge to fixed positions as well as the solution
process of the RANS equations has to converge, Fig. 1.
For arbitrary three-dimensional configurations the detec-
tion of the transition locations is done along the direction
of the inviscid flow at the boundary-layer edge, the edge
streamlines, which are then used as integration paths for

Figure 1: Coupled iteration between RANS solver and
transition module

the application of transition criteria [7]. For the estima-
tion of the transition onset locations the eN method [8, 9]
and the two-N-factor strategy [10, 11] are applied. Thus,
the approach directly accounts for natural transition due
to Tollmien-Schlichting (T-S) instabilities and standing
crossflow (CF) waves and for separation-induced tran-
sition [12] while for by-pass and attachment-line transi-
tion empirical criteria are used. The stability analysis
and the application of the eN method are carried out
using a fully automated local, linear stability code [13].
A fundamental task for the application of transition pre-
diction methods in a CFD code is the provision of the
necessary laminar boundary-layer data based on quanti-
ties available in the CFD solution. The boundary-layer
data for stability codes are usually the complete lami-
nar boundary-layer profiles in wall-normal direction for
all flow variables of the base flow, that is, all three ve-
locity components and temperature [12] as well as their
1st and 2nd derivatives. For empirical criteria classical
integral boundary-layer parameters may be necessary, in
addition. All boundary-layer data must be provided with
sufficiently high accuracy, so that errors which may be
introduced by numerical uncertainties via the represen-
tation of the base flow in the CFD solution are reduced to
a minimum. This requirement is of highest importance
especially for an acceptable estimation of crossflow tran-
sition onset points which, in general, are very sensitive
to the accuracy of their determining inputs. For the ap-
plication of stability codes this aspect highly depends on
the accuracy of the 2nd derivative of the crossflow ve-
locity profile. Whereas for an accurate representation
of the streamwise velocity profile including its 1st and

92 ERCOFTAC Bulletin 106



2nd derivatives about 50 cells in the prismatic grid layer
around the surface are sufficient for a proper stability
analysis with respect to T-S waves, about 130 cells are
often needed for the same accuracy of the crossflow ve-
locity profile and its corresponding derivatives. These
numbers are based on the current practice to resolve lam-
inar and turbulent boundary layers using the same grid
design, that is, a clustering of grid lines at solid walls.
This clustering is necessary for a proper resolution of the
high gradient changes of turbulent boundary-layer pro-
files near the walls. For laminar boundary layers, how-
ever, the highest gradient changes are located further
away from the wall, near the edge of the laminar bound-
ary layer, and the adequate grid design for their resolu-
tion would be a more or less equidistant distribution of
about 70 cells between the solid wall and the boundary-
layer edge [14]. For the sake of a lower grid generation
effort adapted boundary-layer grids in laminar and tur-
bulent flow regions are not yet used in practice. Another
difficulty is the need for a number of automated consec-
utive grid adaptation steps during the ongoing RANS
computation in order to change the boundary-layer reso-
lution according to the current transition onset locations
until all of them have reached a converged state.
For a practical high-fidelity CFD simulation of a full

realistic aircraft configuration within a multi-disciplinary
simulation system a lower grid generation effort or the
omission of grid adaptation are not an issue anymore
because all tools for the realization of a proper grid de-
sign for the laminar and transitional boundary layers are
part of an automated simulation system. Thus, it seems
beneficial to accept and resolve the following application
challenges:

• Significant reduction of grid points in fully-laminar
regions

• Incorporation of automatic grid adaptation tech-
niques/tools into the simulation environment

• Automatic adaptation of the computational grid de-
signed for fully-turbulent flow in the laminar and
transitional flow regimes after every transition pre-
diction iteration step

• Adaptation based on available inherent knowledge of
laminar and transitional boundary-layer thicknesses

In [14] the issue of a specific grid adaptation for flows
with laminar-turbulent transition has been discussed to
some extent.
The use of fully resolved laminar boundary layers in

streamline-based transition prediction approaches using
very fine RANS computational grids is crucial for high-
lift systems of aircraft in off-design conditions. The
widely used method to apply a laminar boundary-layer
code instead can lead to significant errors in the esti-
mated transition location of the main wing element if the
angle of attack does not correspond to the slat position
of the design point [6]. If one is interested in reliable in-
formation about the transition process based on an anal-
ysis of the boundary-layer instability for complex aircraft
configurations in terms of the amplification or damping
of specific instability modes and if one wants to investi-
gate how this process might be influenced, for example,
by the surface shape or the flow conditions such an ap-
proach seems to be the only one possible, at present. If
the transition process itself is not of interest the local
correlation-based approaches with transport equations
can be an alternative.

Figure 2: Coupled iteration between RANS solver and
transition module

3 Transport Equation
Approaches

If a CFD-based aerodynamic analysis is focused on per-
formance prediction and if the major interest is the im-
pact of the laminar-turbulent transition on quantities
used to assess the performance of an aircraft, such as
pressure and skin friction distributions or integral coef-
ficients, the knowledge of the physics of the transition
process itself is of minor relevance and the correct repre-
sentation of the influence of transition on the boundary-
layer development, the interaction with the turbulence
model and the sufficiently accurate reproduction of, for
example, separated flow regions is crucial and the evalu-
ation of data along explicitly known integration paths is
not necessary.

3.1 γ −Reθ − CF Model
In this case the γ − Reθ − CF local correlation-based
transition transport model [15-17] is available in the TAU
code. The γ −Reθ −CF is the extension of the γ −Reθ
model by Langtry/Menter [18] and based on the C1 crite-
rion and a helicity Reynolds number for the estimation of
the transition onset location due to crossflow transition.
For a number of simple test cases the CF-extension has
yielded extremely promising results, for example, for the
prolate spheroid in Fig. 2 [7, 16, 17] and extensive still
ongoing validation activities based on wing and aircraft
configurations have confirmed the positive assessment of
the model so far [17]. However, for a final reliable and
conclusive validation of the CF-extension more relevant
test cases have to be computed and evaluated.

3.2 Coupling to Reynolds Stress Models
Whereas these CF-related validation activities are based
on the original formulation of the γ − Reθ model which
is tightly coupled to the Menter SST k − ω EVM the
γ−Reθ−CF model must also be made available together
with RSM [19]. An effort in this respect is the need
for a re-calibration of the model functions which were
tuned to match a number of calibration test cases when
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Figure 3: Computational grid for the Messerschmidt-
Bölkow-Blohm (MBB) VA-2 airfoil

the γ − Reθ model is used with the SST model. For
the TAU code the coupling of the γ − Reθ − CF model
to the SSG/LRR RSM [2] is currently underway. This
differential RSM is available either with a ω-equation [3]
or with a g-equation [4], g being g = 1/(ω1/2), the latter
leading to a significant higher numerical stability, on the
one hand, and to a reduced grid dependence in the near
wall region, on the other hand.
The reason for the coupling of the γ−Reθ−CF model

to an RSM was not primarily the expectation that the
predictive performance of the transition model would
be increased. The major reason was that a turbulence
model that can yield significantly better results for spe-
cific flow phenomena, such as, transonic shock locations,
the representation of separations in corner flows, or the
separation onset behavior in strongly three-dimensional
flows, should be combined with a transition modeling
approach that has a high potential for configurations of
highest geometrical complexity. The first validation tests
of the model coupled to the SSG/LRR-ω RSM showed
that still a beneficial effect on the transition behavior
appears.
An example for this finding is given in the follow-

ing. In Fig. 3 the very fine computational grid of the
Messerschmidt-Bölkow-Blohm (MBB) VA-2 airfoil [20]
is depicted. The hexahedral grid with 75,000 points has
380 surface points and about 90 points in wall-normal
direction inside the boundary-layer. y+(1) is less than
0.5.
Computations were carried out for M = 0.2, Re =

2.0 × 106, and α = 3.5◦ with comparable values for
the free-stream turbulence intensity (FSTI) of the on-
coming flow directly upstream of the airfoil which were
within the given range of FSTI values for the wind tun-
nel, 0.5 - 0.7%. In Fig. 4 a comparison for the measured
skin friction distributions with the computed distribu-
tions is depicted. Fully-turbulent computations using
the SSG/LRR-ω turbulence model were done as well as
computations using the γ−Reθ transition model together
with the SST and the SSG/LRR-ω turbulence models.
Computations of more angles of attack for this airfoil
yielded similar results. The differences in the results can
be attributed to the different development characteristics
of the FSTI from the far-field boundaries of the compu-
tational grid towards the airfoil for the two couplings of
the γ−Reθ model. In the k−ω case the far-field distance
has an influence. At present, it seems that the coupling
to the RSM yields more consistent results in a situation
when the FSTI is high and, as necessary for airfoil flows,
the far-field distance of the computational grid is as large
as, at least, 20 chord lengths or more. Although this case
is characterized by a rather large FSTI and, thus, seems

Figure 4: Skin friction distributions for the VA-2 airfoil
at α = 3.5◦

Figure 5: Computational grid for DSA-9A helicopter
blade airfoil

to be of low relevance for applied aerodynamics that is
exactly what can constitute a possible off-design situa-
tion which must be caught with some confidence. More
results of these ongoing activities are going to be shown
elsewhere.

3.3 Application in Unsteady Flows
Another area where transport equation approaches may
have an advantage over streamline-based approaches is
unsteady flows with temporal variations above a certain
threshold, for example, rotating propellers. For fast es-
timates they may be an attractive alternative. The pre-
dictive performance and reliability of the γ − Reθ and
γ − Reθ-CF models in unsteady flows, especially, in ro-
tating systems, their capabilities and limitations depend-
ing on case-specific parameters and the corresponding
sensitivities as well as their correct usage for different
unsteady situations (for example, local unsteady flow
phenomenon at fixed geometry or moving geometry in-
ducing global unsteady flow field) are still to be inves-
tigated in most profound details based on sufficiently
many validation cases with reliable experimental data.
With the TAU code first steps have been done for a num-
ber of airfoil flow cases undergoing pitching oscillations.
The DSA-9A helicopter blade airfoil which was designed,
built and tested at DLR in an internal project [21] was
computed using the hybrid computational grid in Fig. 5
with 67,000 overall grid points, 850 points on the sur-
face contour and 60 prism layers for the resolution of
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Figure 6: cd,full and cd,p for DSA-9A pitching oscilla-
tion at M = 0.3, Re = 1.8 × 106 with α(t) = 0◦ +
5◦sin(ωt), ω∗ = 0.12

the boundary layers. The flow conditions were M = 0.3,
Re = 1.8 × 106 and α(t) = 0◦ + 5◦sin(ωt) with the re-
duced frequency ω∗ = 2πfc/U∞ = ωc/U∞ = 0.12, the
frequency f = 6Hz and the FSTI = 0.037%. The oscilla-
tion period was resolved using 9600 equidistant physical
time steps applying a dual-time stepping scheme with
2nd order accuracy in time. The inner (pseudo-time) iter-
ations were considered sufficiently converged either if the
density residual had decreased by three orders of magni-
tude for each single time step or if a Cauchy-convergence
control mechanism had detected that all three integral
coefficients (lift: cl, drag: cd, pitching moment: cm) sat-
isfied the following conditions:

|cτ=m
q − cτ=m−k

q |
|cτ=m
q |

6 10−5 for k = (1, 2, . . . , 50)

τ denoting the inner iteration counter, m the current
inner iteration step, k a previous inner iteration step and
q = l, d,m the corresponding integral coefficient, that is,
that the relative changes of all three integral coefficients
have been lower than 10−5 for 50 inner iterations when
the physical time step was considered converged. The
computations have been carried out for five oscillation
periods and were found to yield virtually identical results
after the 2nd period.
While almost no difference between fully-turbulent re-

sults using the Menter SST k−ω model and results using
the original γ −Reθ model were found for the lift a visi-
ble difference can be seen in the different curves for the
drag over the angle of attack in Fig. 6. Here, the fully-
turbulent results in red are compared to γ −Reθ results
obtained using two different initializations of the flow
field at the beginning of the unsteady computation. For
the one computation the oscillation which was started
at αinit = 0◦ was initialized with a fully-turbulent flow
field for αinit (green), the other one was initialized with
the flow field obtained from a computation using the
γ − Reθ model (blue), both leading to identical results
eventually. The difference in the curves for the complete
value of cd (cd,full) including pressure (cd,p) and viscous

Figure 7: cd,v for DSA-9A pitching oscillation at M =
0.3, Re = 1.8×106 with α(t) = 0◦+5◦sin(ωt), ω∗ = 0.12

(cd,v) drag contributions is very large and cannot taken
directly for comparison with the measured curve (black
symbols; bars denote variation over all measured peri-
ods) because it reflects the pressure part only. If one
compares the pressure drag only the differences between
the fully-turbulent curve and the curve with transition
have decreased significantly. In Fig. 7 the comparison
of the viscous drag contribution is depicted showing that
the local characteristics of the transition process over one
period is contained in the viscous drag whereas the global
character of the oscillation is contained in the pressure
drag, as was expected.

A meaningful comparison can be made if the drag
curves from the computation are deduced in the same
way as was done for the curve from the experiment. Here,
the drag value for each angle of attack was determined
by integration of the surface pressure distribution from
the experiment. For the integration only the measured
values at the pressure sensor locations shown in Fig. 8
were used. If the same integration procedure is applied
to the computed pressure distributions the solid curves
in Fig. 9 (denoted by cd,p @ PS) are the outcome. As
one can see the differences between the fully-turbulent
curve and the curve with transition are larger than be-
fore and the local characteristics of the transition process
over one period are now clearly visible in the curve with
transition. In some regions the results with transition
seem to be somewhat nearer to the experimental values.
Globally, the deviations between the experimental and
computed curves are now larger than in the cases of the
pure pressure drag curves. A clear improvement of
the computed results with transition can be seen in the
comparison of the curves for the pitching moment cm.
Again for the determination of a single moment value
the integration of the surface pressure distribution was
restricted to the pressure sensor locations. Also for the
pitching moment the local characteristics of the transi-
tion process over one period are reflected in the curve
with transition in strong contrast to the fully-turbulent
curve and over a significant portion of the downstroke
of the oscillation the moment curve is now within the
range of the error bars from the experiment. Why the
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Figure 8: Distribution of pressure sensors in the DSA-9A
measurement campaign, taken from [21]

Figure 9: cd,p at pressure sensor locations (cd,p @ PS) for
DSA-9A pitching oscillation at M = 0.3, Re = 1.8× 106

with α(t) = 0◦ + 5◦sin(ωt), ω∗ = 0.12

curve deviates from the measurements around the upper
dead point where the fully-turbulent curve exhibits an
excellent agreement with the experiment is still an open
question.
A final assessment of these findings can only be made

if more cases of pitching oscillations have been computed
and analyzed. In addition to the comparison of integral
coefficients it is necessary to compare measured and com-
puted transition locations and transition regions. Cur-
rently, more pitching oscillation cases based on the DSA-
9A airfoil are under investigation and a profound analysis
of the results and comparisons with existing experimen-
tal data are underway. In this respect, the results shown
here are of preliminary character.
A strong application challenge for any transition pre-

diction method in CFD will be airfoil oscillations with
dynamic stall. Especially the correct separation behav-
ior for the upper dead point where very high angles of
attack are reached during the oscillation is a crucial issue
and may pose problems to current transition prediction
techniques. Another critical point in this respect is the
correct interaction of the transition model and the tur-
bulence model in order to correctly reflect the highly
unsteady vortex system evolving during the oscillation
and moving from upstream to downstream on the upper
airfoil surface.

Figure 10: cm at pressure sensor locations for DSA-9A
pitch-ing oscillation at M = 0.3, Re = 1.8 × 106 with
α(t) = 0◦ + 5◦sin(ωt), ω∗ = 0.12

Another area of application which is of highest im-
portance in this respect are helicopter rotor flows, first in
hover and then in forward flight. Especially for the latter
case dynamic stall is one of the major flow phenomena
which are to be described correctly by a coupled model
or modeling approach in order to successfully simulate
the overall flow problem.

4 Conclusions
In this article we have addressed a number of application
challenges for transition prediction techniques which are
effective today or have come up very recently. For the
nearest future, however, there are more challenges con-
ceivable which constitute work on the infra-structure in
RANS solvers as well as model enhancements and mod-
ifications. Two challenges of major priority are:

• Hybrid laminar flow control (HLFC): Both,
streamline-based as well as transport equation ap-
proaches, must be made capable of being applied to
HLFC problems so that they can be used in fully
automatic manner for very complex aircraft con-
figurations.

• Combination of a suitable transport equation ap-
proach that transports the N-factors for T-S and
CF waves according to the two-N-factor strategy
with the eN method for the estimation of the tran-
sition onset locations. Only then, the advantages of
two fundamental approaches for transition predic-
tion may be exploited to a possible maximum.

For the time being, however, within the framework of
a multi-disciplinary simulation environment and for the
application of CFD solvers at the borders of the flight
envelope we are convinced that the final goal of achiev-
ing fully reliable high-fidelity simulation data can be ob-
tained only, with regard to laminar-turbulent transition,
if more than one transition prediction technique is avail-
able in the system.
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Integration of a DBD Plasma Actuator Model in
Transitional Turbulence Modeling

P. Kaparos, Z. Vlahostergios and K. Yakinthos
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Department of Mechanical Engineering, Aristotle University of Thessaloniki, Greece

Abstract
The prediction and control of the boundary layer lami-
nar to turbulent transition is a process of major interest
for mechanical engineering applications. For example,
an effective boundary layer transition control during the
flight of an aircraft can be of significant importance for
improving its flight endurance and maneuverability. In
turbomachinery also, the accurate transition control over
compressor and turbine blades has the potential to pro-
vide major increase in the overall engine performance.
For the boundary layer transition prediction, numer-

ous studies are available, focusing on the accurate numer-
ical modeling with the use of advanced and sophisticated
turbulence models. For instance, Chen et al. [1], modeled
the by-pass transition in boundary layers formed on tur-
bomachinery blades with cubic non-linear eddy-viscosity
models. Walters and Leyleck [2] derived three-equation
turbulence models based on the laminar kinetic energy
concept and predicted with a remarkable precision the
by-pass transition on simplified turbine stator and com-
pressor blade flows. Vlahostergios et al. [3] used a cubic
non-linear turbulence model coupled with the laminar ki-
netic energy concept for the prediction of the boundary
layer separation induced transition.
In the literature, there are numerous techniques that

investigate accurate and sophisticated ways of transition
control, (Balakumar and Hall [4] among others). A new
and promising technique is the use of plasma actuators
for boundary layer and flow control. The function of
plasma actuators is based on the induced ionic wind that
acts as a jet within the boundary layer, adding momen-
tum and thus modifying its characteristics.
In the current work, the control of by-pass transition

over a flat plate with sharp leading edge, under zero free-
stream pressure gradient, with a single Dielectric Barrier
Discharge (DBD) plasma actuator is numerically investi-
gated. Previous works have shown that the use of DBD
plasma actuators is able to control efficiently the lami-
nar to turbulent transition. For example Ustinov et.al [5]
showed experimentally the boundary layer transition de-
lay and the drag reduction due to this delay that can be
achieved by the use of a DBD plasma actuator.
The DBD actuator is modeled with the approach of

Suzen et al. [6]. This model uses two additional trans-
port equations that describe the electric field and the
net charge density. These equations are coupled with
the Reynolds Averaged Navier-Stokes (RANS) equations
in the ANSYS FLUENT commercial computational fluid
dynamics (CFD) software (ANSYS@ Scientific Research,
Release 15) with the use of user defined functions (UDF).
The three-equation eddy-viscosity model of Walters and
Cokljat [7] is adopted. This model uses an additional

Figure 1: The sharp leading edge ZPG flat plate experi-
mental setup (from ERCOFTAC site)

transport equation to model the laminar kinetic energy
transport.

For the assessment of the modeling approach, the skin
friction coefficient and the shape factor of the ERCOF-
TAC T3A case is used. Additionally, the laminar kinetic
energy distribution and the distribution of one of the
production terms affecting the laminar and turbulent ki-
netic energies interaction are provided. The numerical
results show that the DBD plasma actuator is capable
to control and delay the boundary layer transition from
the laminar to turbulent regime.

1 The Experimental Test Case

The experimental database of ERCOFTAC is one of the
most detailed databases for cases related to the inter-
action between turbulence generation and transitional
characteristics of the boundary layers. In the current
contribution, the effect of a DBD plasma actuator on
the boundary layer development over a flat plate with
a sharp leading edge and zero pressure gradient (ZPG)
along the streamwise direction is investigated. The
case is coded as T3A in the ERCOFTAC experimental
database and has the lowest free-stream velocity among
the ZPG ERCOFTAC test cases. This case was selected
for its inlet flow conditions: as reported by Moreau [8],
the impact of the DBD plasma actuator on the flow
control diminishes as the free-stream velocity increases.
Thus, the low free-stream velocity of the T3A case, com-
bined with the DBD actuator flow control technique, can
provide the highest impact on the boundary layer flow
development. The T3A test case has a free-stream veloc-
ity of 5.4m/s and an inlet turbulent intensity of 3%. The
experimental setup of the ZPG cases of ERCOFTAC is
shown in Figure 1.
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2 Overview of the Modeling
2.1 The k − kL − ω Transition Turbulent

Model
The turbulence model for the modeling of the transi-
tional boundary layer is the three-equation turbulence
model of Walters and Cokljat [7] which uses the lami-
nar kinetic energy concept [9]. The choice of this model
was based on its excellent results for the modeling of the
ERCOFTAC ZPG cases T3A, T3B and T3A-, as shown
in [7]. The model transport equations referring to the
turbulent kinetic energy kT , the laminar kinetic energy
kL and the specific dissipation rate ω, are shown in eqs.1-
3 respectively.

(1)

DkT

Dt
= PKT

+RBP +RNAT − ωKT

− 2ν
(
∂
√
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)2

+ ∂
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[(
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ak

)
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]
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∂
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kT
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− Cω2ω
2 + Cω3fωαT f

2
W

√
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d3

+ ∂

∂xj

[(
ν + aT

aω

)
∂ω

∂xj

]
(3)

The superiority of this model in predicting by-pass
transition and in comparison to the other linear eddy-
viscosity models is mainly focused on the use of one ad-
ditional transport equation for the laminar kinetic energy
kL. As referred by Mayle and Schultz [9], kL is linked
to the pre-transition perturbations that lead to by-pass
transition and is added in the total turbulent kinetic en-
ergy budget. As a result, a more accurate representation
of the Reynolds-stresses distribution inside the boundary
layer transitional region is achieved. The total Reynolds-
stress tensor is given by eq.4.

(4)u′iu
′
jT OT

= 2
3(kT + kL)δij − νT OT

(
∂Ui

∂xj
+ ∂Uj

∂xi

)
In eq.4, νT OT = νT,s + νT,l, is the total eddy-viscosity
which is a result of the contribution of a small scale eddy-
viscosity νT,s and a large scale eddy-viscosity νT,l. These
eddy-viscosities are related to the small and the large
turbulent scales respectively. Further details regarding
this three-equation turbulence model, the laminar kinetic
energy concept and the source terms that are present in
eqs.1, 2 and 3 can be found in [7] and [9].

2.2 The DBD Plasma Actuator Model
The DBD plasma actuator consists of two electrodes,
which are separated by a dielectric material. The main
operational principle of the DBD plasma actuator is
based on the air ionization and it is shown in fig.2. One
electrode is exposed to the flow and the other electrode
(ground electrode) is under the dielectric material and it
is in no-contact with the incoming flow. High voltage is
applied to the two electrodes and the air near the wall

Figure 2: DBD plasma actuator configuration (figure
from [4])

Figure 3: The DBD plasma actuator geometry

region and above the ground electrode is ionized. The
generated ionic wind is affected by the intensity of the
voltage and produces a jet-like body force that acts on
the flow.

The geometrical characteristics of the DBD actua-
tor configuration that has been modeled in the current
study, in order to create the DBD computational actua-
tor model, are shown in Figure 3.

Regarding the modeling of the ionic wind that the
DBD actuator produces, the mathematical model of
Suzen and Huang [6] is adopted. This model introduces
two additional transport equations solved in combina-
tion with the RANS equations and the turbulence model
equations, in order to compute the resulting jet-like body
force that acts on the fluid. Based on [10] and [11], the
first transport equation describes the external electric
field (ϕ) transport, given by eq.5, and the second one
the net charge density (ρc) transport, which is given by
eq.6.

(5)∂

∂xj

(
εr
∂ϕ

∂xj

)
= 0

(6)∂

∂xj

(
εr
∂ρc

∂xj

)
= ρc

λ2
d

The diffusion coefficient εr is the relative permittivity
and its value depends on the working medium. For air
is unity and for the kapton dielectric material, used in
the current work, is 2.7. In eq.5, λd is the Debye length,
which is a characteristic length giving the distance over
which significant charge separation occurs. As reported
by Ibrahim and Skote [12], the Debye length determines
whether the charged body forces can be taken into con-
sideration. The final RANS momentum equations are
given by eq.7. The plasma jet-like body force is treated
as an additional source term in the momentum equations.

(7)
∂ρUi
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∂xi
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− ∂

∂xj
(ρu′iu′j)− ρc

∂ϕ

∂xi
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Figure 4: Computational solid and fluid domains

Figure 5: Computational grid of fluid and solid domains

2.3 Computational Details
The numerical computations were performed with the
FLUENT commercial CFD solver (ANSYS@Scientific
Research, Release 15). The FLUENT k − kL − ω tur-
bulence model of Walters and Cokljat [7] was coupled
with the transport equation for the electric field and the
net charge density, (eqs.5 and 6 respectively), which were
integrated in the computational procedure with the use
of user defined functions (UDF).
The computational domain was divided in two do-

mains: the fluid domain and the solid domain. The
RANS equations together with the turbulence model
equations and the net charge density equations were
solved in the fluid domain, while the electric field trans-
port equation was solved in both domains. The solid-
domain consists of the exposed electrode, the embedded
electrode and the kapton dielectric material. The fluid
and the solid computational domains are shown in fig.4.
Grid independency studies, (regarding only the fluid

flow without the DBD actuator solid domain), were per-
formed by adopting two structured 2D computational
grids, having 5 × 104 and 1 × 105 cells, which provided
grid independent results. For the integration of the DBD
actuator and the solid domain, a finer unstructured 2D
computational grid of 2 × 105 tetrahedral elements was
generated. The finer grid, shown in fig.5, was generated
based on the limit of the maximum allowed grid spacing
around the DBD actuator electrodes, in order to prop-
erly simulate the electric field and net charge density
distribution. As proposed by Abdollahzadeh et al. [10],
the grid spacing around the DBD electrodes should not
exceed the Debye length. The imposed boundary condi-
tions for the fluid domain are shown in fig.6. Figure 7
shows the boundary conditions that were applied to the
electrodes and to the fluid-solid domain interface.
The boundary condition for the net charge density

above the embedded electrode is given by eq.8. The func-
tion G(x) (eq.9), is a half Gaussian distribution and it

Figure 6: Boundary conditions of the fluid domain

Figure 7: Boundary conditions of the net charge density
(up) and electric field (down)

is used to produce the net charge density distribution as
proposed by Enloe et al. [13].

(8)ρc,w(x) = ρmax
c G(x)

(9)G(x) = e
− (x−µ)2

(2σ)2 , x > 0

Table 1 shows all the used constant values, which are
based on the work of Suzen et al. [6]. The quantity µ
indicates the position of the maximum net charge density
along the flat plate. This location is usually fixed (also
in the current paper) upon the start of the embedded
ground electrode. This electrode is also referred as the
virtual electrode. Finally, the parameter σ controls the
gradual decay of the net charge density from the peak
position up to the end of the virtual electrode.

Figure 8 shows the numerical solution of eqs.5 and 6,
the exposed and the embedded (ground) electrodes, the
distribution of the non-dimensional electric field, ϕ/ϕmax

on the fluid-solid domain and of the non-dimensional net
charge density ρc/ρcmax on the fluid domain.

In order to investigate the effect of the applied volt-
age magnitude on the transitional characteristics of the
boundary layer, various voltage values were applied to
the electrodes i.e. 10, 20 and 30 kV. The range of the

Table 1: Values of the DBD plasma actuator numerical
model

λd Debye length 0.001 m
ρcmax Maximum charge 0.0008 C/m3

σ Scale parameter 0.3
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Figure 8: Contour plots, up: ϕ/ϕmax, down: ρc/ρcmax

Figure 9: Experimental and computational turbulence
decay. Circles: experimental data, plain line plain line:
computational results

applied voltage values was based in similar applications
found in the literature.
For the determination of accurate (close to the ex-

periment) boundary conditions for the turbulence model
quantities, the computed free-stream turbulent intensity
decay was matched with the experimental one. The best
values for the turbulent intensity Tu and the turbulent
length scale ls were Tu = 4.5% and ls = 15mm. The
comparison of the experimental with the calculated tur-
bulence decay is shown in fig.9.
In order to have the maximum impact on the boundary

layer development and transition control, the selection
of the optimal position of the DBD plasma actuator was
chosen based on the study of Ustinov et al. [5], which
is the transition onset location. For the T3A case and
based on the computational results of the k − kl − ω
model, the transition onset position is located at x ∼
400mm, as it can be seen from the distribution of the
skin friction coefficient Cf in fig.10 (dashed line).

3 Results and Discussion
As a general observation the k − kl − ω model is able to
capture with a very good accuracy the transition of the
boundary layer from laminar to turbulent state for the
T3A case, (dashed lines in figs 10 and 11).
For the investigation of the effect of the DBD actua-

tor on the by-pass transition, the Cf development was
examined with the DBD-off, the DBD-on at its maxi-
mum value (30kV) versus the experimental data, which

Figure 10: Cf distribution, Circles: experiment, plain
line: DBD-on (30kV), dashed line: DBD-off

refer to the flow development without a DBD actuator.
These data are used only as a reference base to validate
the k−kl−ω model and to numerically quantify the effect
of the plasma DBD actuator on the transition process.
Figure 10 presents the Cf distribution with the DBD ac-
tuator off and with the DBD on, at 30kV in comparison
with the T3A experimental data of the Cf distribution.

The peak value of Cf , which is shown in fig.10 (plain
line), is located at the position of the DBD actuator and
it is an indication that the actuator is activated and the
flow is accelerated. This peak value is a result of the ad-
ditional body force term added in the momentum equa-
tions. For the case of 30kV it is clearly seen that the
transition onset shifts downstream, from x ∼ 0.4m to
x ∼ 0.56 − 0.6m. For x ∼ 0.6m transition is initiated,
as shown from the local Cf increase, which has values
smaller than the case with the DBD-off.

For the further assessment of the impact of the plasma
DBD actuator on the boundary layer development, the
non-dimensional shape factor distribution H for the
maximum applied voltage of 30kV is presented in fig.11.
The shape factor takes values from 2.59, (indicating a
laminar boundary layer), to 1.4 (referring to a fully tur-
bulent boundary layer). The effect of the actuator on
the boundary layer development is shown from x ∼ 0.6
until the end of the flat plate, where the shape factor
takes smaller values closer to the laminar flow regime.
This observation comes in agreement with the Cf distri-
bution shown in fig.10. Additionally, the DBD actuator
added momentum at x = 0.4m, is depicted with a de-
crease of H together with the peak of the Cf value close
on this location as shown in fig.10. The flow near this
region is accelerated due to the DBD actuator momen-
tum force by giving larger Cf and smaller H values. In
order to examine the effect of the different voltage values
applied on the electrodes, computations were performed
for 10, 20 and 30kVs. Figure 12 presents the Cf dis-
tributions with the DBD-off compared with the DBD-
on for the various voltages. From fig.12 it is concluded
that the transition onset location is shifted downstream
as the applied voltage increases. The maximum shift is
achieved with the highest voltage value of 30kV while
the transition delay is proportional to the applied volt-
age. Additionally, the transition length increases as the
applied voltage increases. Table 2 presents the effect of
the different voltages on transition onset and transition
end locations.

During bypass transition, energy is transferred from
the laminar (kL) to the turbulent kinetic energy (kT ).
The generation term RBP appears with opposite sign in
eqs.1 and 2 and represents this energy transfer mecha-
nism. For a more comprehensive understanding of how
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Figure 11: Shape factor distributions, Circles: experi-
ment, plain line: DBD-on (30kV), dashed line: DBD-off

Figure 12: Cf distributions, dash-dot line: DBD-on
(10kv), dotted line: DBD-on (20kV), plain line: DBD-on
(30 kV), dashed line: DBD-off

the integrated plasma actuator force is coupled with and
affects the laminar kinetic energy and the term RBP , the
distributions of kL and RBP inside the transition region
for various applied voltages are presented.
Figure 13 shows the kL development along the sharp

leading edge flat plate for three stations inside the tran-
sition region and one after transition, with reference to
the DBD-off case. As transition is developing, the kL

energy gradually diminishes and the only contribution
to the turbulent nature of the flow is provided by the
turbulent kinetic energy kT , [7]. This behavior can be
concluded from fig.13. As the voltage is increased, the
laminar kinetic energy is amplified at the region where
transition begins. This can be seen by observing the sta-
tions x = 0.595m and x = 0.695m for the case of 30kV.
The transition onset location downstream shift, can be
also concluded. For each case, as the voltage increases,
the location where kL takes the maximum value, (and
as a result the transition onset location), moves down-
stream indicating that a transition delay is achieved.

Table 2: Transition onset and end for different applied
voltages

Voltage (kV) 10 20 30
Transition onset (m) 0.5 0.53 0.56
Transition end (m) 0.72 0.74 0.8

Figure 13: kL distributions, dash-dot line: DBD-on
(10kv), dotted line: DBD-on (20kV), plain line: DBD-on
(30 kV), dashed line: DBD-off

Regarding the RBP term, the distributions inside the
transition region and for the various applied voltages, are
shown in fig.14. The energy transfer between kL and kT

takes place as transition is developing. The generation
term RBP acts as a sink term in the kL energy balance.
As the applied voltage increases, RBP decreases. This
is related to the fact that the laminar kinetic energy is
dominant in the pre-transitional region. During transi-
tion the energy is transferred to kT . Since the applied
voltage delays transition, it is expected that the RBP

maximum value will also shift downstream, as the volt-
age is increased.

Finally, it must be noticed that during the current
study, other turbulent quantities were examined also, e.g.
the Reynolds-stresses, turbulent kinetic energy dissipa-
tion and velocity distributions for various stations along
the flat plate. As a general observation, one can con-
clude that the by-pass transition is suppressed and its
onset location moves downstream. The velocity profiles
are more laminar in the region where transition is sup-
pressed. For all the stations outside the transition region,
the distributions for all the quantities are the same, as it
was expected, since the voltage influence is limited near
the area where the DBD actuator is installed.

4 Conclusions
In the present work, the effect of a DBD plasma actua-
tor on the control of the boundary layer by-pass transi-
tion mechanism has been numerically investigated. The
examined transitional case is the boundary layer flow
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Figure 14: RBP distributions, dash-dot line: DBD-on (10kv), dotted line: DBD-on (20kV), plain line: DBD-on (30
kV), dashed line: DBD-off

development on a flat plate with a sharp leading edge,
under zero free-stream pressure gradient, coded as T3A
by ERCOFTAC. The DBD actuator was modeled with
the simplified model of Suzen et al. [6]. For the turbu-
lence modeling, the three-equation linear eddy-viscosity
model of Walters and Cokljat [7] was adopted, which in-
corporates the laminar kinetic energy concept. Several
voltages were applied in the DBD electrodes in order to
investigate the effect of the ionized plasma in control-
ling the bypass transition process. The results showed
that momentum added to the flow, through the DBD,
results in a transition delay. These observations were
strengthen by examining the behavior of the laminar ki-
netic energy distributions in relation to the DBD applied
voltage. From the study it is concluded that the use of
DBD actuators as boundary layer control devices, alters
the turbulent characteristics of the flow inside the tran-
sition region and more specifically can delay the by-pass
transition.
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Rue des Fréres Wright 29,
B-6041 Gosselies,
Belgium.
Tel: +32 71 919 334
philippe.geuzaine@cenaero.be

Germany North
Gauger, N.R.
Chair for Scientific Computing
TU Kaiserslautern
Paul-Ehrlich-Strasse 34
67663 Kaiserslautern, Germany
Tel: +49 631 205 5635
Fax: +49 631 205 3056
nicolas.gauger@scicomp.uni-kl.de

Nordic
Wallin, S.
Swedish Defence Research Agency FOI,
Information and Aeronautical Systems,
S-16490 Stockholm,
Sweden.
Tel: +46 8 5550 3184
Fax: +46 8 5550 3062
stefan.wallin@foi.se

Brasil
Rodriguez, O.
Department of Mechanical Engineering,
Sao Carlos School of Mechanical
Engineering,
Universidade de Sao Paulo,
Brasil.
oscarmhr@sc.usp.br

Germany South
Becker, S.
Universität Erlangen, IPAT
Cauerstr. 4
91058 Erlangen
Germany
Tel: +49 9131 85 29451
Fax: +49 9131 85 29449
sb@ipat.uni-erlangen.de

Poland
Rokicki, J.
Warsaw University of Technology,
Inst. of Aero. & App. Mechanics,
ul. Nowowiejska 24,
PL-00665 Warsaw, Poland.
Tel: +48 22 234 7444
Fax: +48 22 622 0901
jack@meil.pw.edu.pl

Czech Republic
Bodnar, T.
Institute of Thermomechanics AS CR,
5 Dolejskova,
CZ-18200 Praha 8,
Czech Republic.
Tel: +420 224 357 548
Fax: +420 224 920 677
bodnar@marian.fsik.cvut.cz

Greece
M. Founti.
National Tech. University Of Athens,
School of Mechanical Engineering,
Lab. of Steam Boilers and
Thermal Plants,
Heroon Polytechniou 9,
15780 Zografou, Athens, Greece
Tel: +30 210 772 3605
Fax: +30 210 772 3663
mfou@central.ntua.gr

France - Henri Bénard
Godeferd, F.S.
Ecole Centrale de Lyon.
Fluid Mechanics and Acoustics Lab.,
F-69134 Ecully Cedex,
France.
Tel: +33 4 72 18 6155
Fax: +33 4 78 64 7145
fabien.godeferd@ec-lyon.fr

Spain
Onate, E.
Universitat Politenica de Catalunya,
Theofilis, V.
Universidad Politcnica de Madrid, Spain
Spain.
onate@cimne.upc.edu

vassilis@aero.upm.es

Switzerland
Jenny, P.
ETH Zürich,
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Best Practice Guidelines for Computational 
Fluid Dynamics of Dispersed Multi-Phase 

Flows 
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& 
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The simultaneous presence of several different phases in 
external or internal flows such as gas, liquid and solid is 
found in daily life, environment and numerous industrial 
processes. These types of flows are termed multiphase 
flows, which may exist in different forms depending on the 
phase distribution. Examples are gas-liquid transportation, 
crude oil recovery, circulating fluidized beds, sediment 
transport in rivers, pollutant transport in the atmosphere, 
cloud formation, fuel injection in engines, bubble column 
reactors and spray driers for food processing, to name only a 
few. As a result of the interaction between the different 
phases such flows are rather complicated and very difficult 
to describe theoretically. For the design and optimisation of 
such multiphase systems a detailed understanding of the 
interfacial transport phenomena is essential. For single-
phase flows Computational Fluid Dynamics (CFD) has 
already a long history and it is nowadays standard in the 
development of air-planes and cars using different 
commercially available CFD-tools. 

Due to the complex physics involved in multiphase flow the 
application of CFD in this area is rather young. These 
guidelines give a survey of the different methods being used 
for the numerical calculation of turbulent dispersed 
multiphase flows. The Best Practice Guideline (BPG) on 
Computational Dispersed Multiphase Flows is a follow-up 
of the previous ERCOFTAC BPG for Industrial CFD and 
should be used in combination with it. The potential users 
are researchers and engineers involved in projects requiring 
CFD of (wall-bounded) turbulent dispersed multiphase 
flows with bubbles, drops or particles. 
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