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The ERCOFTAC Best 

Practice Guidelines for 

Industrial Computational 

Fluid Dynamics 

The Best Practice Guidelines (BPG) were commissioned by 
ERCOFTAC following an extensive consultation with 
European industry which revealed an urgent demand for such a 
document. The first edition was completed in January 2000 and 
constitutes generic advice on how to carry out quality CFD 
calculations. The BPG therefore address mesh design; 
construction of numerical boundary conditions where problem 
data is uncertain; mesh and model sensitivity checks; 
distinction between numerical and turbulence model 
inadequacy; preliminary information regarding the limitations 
of turbulence models etc. The aim is to encourage a common 
best practice by virtue of which separate analyses of the same 
problem, using the same model physics, should produce 
consistent results. Input and advice was sought from a wide 
cross-section of CFD specialists, eminent academics, end-users 
and, (particularly important) the leading commercial code 
vendors established in Europe. Thus, the final document can be 
considered to represent the consensus view of the European 
CFD community. 
Inevitably, the Guidelines cannot cover every aspect of CFD in 
detail. They are intended to offer roughly those 20% of the 
most important general rules of advice that cover roughly 80% 
of the problems likely to be encountered. As such, they 
constitute essential information for the novice user and provide 
a basis for quality management and regulation of safety 
submissions which rely on CFD. Experience has also shown 
that they can often provide useful advice for the more 
experienced user. The technical content is limited to single-
phase, compressible and incompressible, steady and unsteady, 
turbulent and laminar flow with and without heat transfer. 
Versions which are customised to other aspects of CFD (the 
remaining 20% of problems) are planned for the future. 
The seven principle chapters of the document address 
numerical, convergence and round-off errors; turbulence 
modelling; application uncertainties; user errors; code errors; 
validation and sensitivity tests for CFD models and finally 
examples of the BPG applied in practice. In the first six of 
these, each of the different sources of error and uncertainty are 
examined and discussed, including references to important 
books, articles and reviews. Following the discussion sections, 
short simple bullet-point statements of advice are listed which 
provide clear guidance and are easily understandable without 
elaborate mathematics. As an illustrative example, an extract 
dealing with the use of turbulent wall functions is given below: 

 Check that the correct form of the wall function is being 
used to take into account the wall roughness. An 
equivalent roughness height and a modified multiplier in 
the law of the wall must be used. 

 Check the upper limit on y+. In the case of moderate 
Reynolds number, where the boundary layer only extends 
to y+ of 300 to 500, there is no chance of accurately 
resolving the boundary layer if the first integration point is 
placed at a location with the value of y+ of 100. 

 

 Check the lower limit of y+. In the commonly used 
applications of wall functions, the meshing should be 
arranged so that the values of y+ at all the wall-adjacent 
integration points is only slightly above the recommended 
lower limit given by the code developers, typically 
between 20 and 30 (the form usually assumed for the wall 
functions is not valid much below these values). This 
procedure offers the best chances to resolve the turbulent 
portion of the boundary layer. It should be noted that this 
criterion is impossible to satisfy close to separation or 
reattachment zones unless y+ is based upon y*. 

 Exercise care when calculating the flow using different 
schemes or different codes with wall functions on the 
same mesh. Cell centred schemes have their integration 
points at different locations in a mesh cell than cell vertex 
schemes. Thus the y+ value associated with a wall-
adjacent cell differs according to which scheme is being 
used on the mesh. 

 Check the resolution of the boundary layer. If boundary 
layer effects are important, it is recommended that the 
resolution of the boundary layer is checked after the 
computation. This can be achieved by a plot of the ratio 
between the turbulent to the molecular viscosity, which is 
high inside the boundary layer. Adequate boundary layer 
resolution requires at least 8-10 points in the layer. 

All such statements of advice are gathered together at the end 
of the document to provide a ‘Best Practice Checklist’. The 
examples chapter provides detailed expositions of eight test 
cases each one calculated by a code vendor (viz FLUENT, 
AEA Technology, Computational Dynamics, NUMECA) or 
code developer (viz Electricité de France, CEA, British Energy) 
and each of which highlights one or more specific points of 
advice arising in the BPG. These test cases range from natural 
convection in a cavity through to flow in a low speed 
centrifugal compressor and in an internal combustion engine 
valve. 
Copies of the Best Practice Guidelines can be acquired from: 

ERCOFTAC (CADO) 
PO Box 53877 
London, SE27 7BR 
United Kingdom 
Tel:       +44 203 602 8984 
Email:    magdalena.jakubczak@ercoftac.org 
 

The price per copy (not including postage) is: 

ERCOFTAC members 

 First copy     Free 
 Subsequent copies                   75 Euros 
 Students     75 Euros 

Non-ERCOFTAC academics                 140 Euros 
 Non-ERCOFTAC industrial                 230 Euros 

EU/Non EU postage fee                      10/17 Euros 



Introduction to Special Theme: Design Optimization
K. C. Giannakoglou

National Technical University of Athens, Greece
kgianna@central.ntua.gr

Several years ago, in recognition of the growing
importance of “Design Optimization” to industrial
CFD/CSM applications, ERCOFTAC established a
Special Interest Group, called SIG34. SIG34 focuses
on the development and application of optimization
methods, practically those used in CFD applications.
Optimization is considered to be the means helping
engineers in the search of optimal solutions to a given
problem. One of the goals of SIG34 is to foster the
spread of this technology in Europe. It forms a frame-
work for closer co- operation between the research
groups working on the subject and serves as a platform
for the information exchange from science to industry.
One of the most important goals is the transfer of
information and, thereby, technology to companies not
currently engaged in the technology. Among other,
these goals are achieved through regular (biannual)
workshops. SIG34 workshops are not limited to CFD
applications, as one of the goals of the organisation is to
benefit from the experience already gained in other areas
such as structural mechanics and aeroacoustics. Main
application areas are aeronautics, internal & external
aerodynamics, (hydraulic & thermal) turbomachinery,
car aerodynamics, combustion, structural mechanics,
aeroacoustics, etc.

The first meeting of SIG34 took place in Nov. 1999,
in Munich, followed by two training courses and an
introductory course to design optimization (2000, 2001,
2003, respectively) in the same city. In March 2004, in
Athens, it was the first time this course was upgraded
to an International Conference (combined with an
advanced course program). This type of Conferences or
Introductory courses continued in the following years in
Manchester (2005), Gran Canaria (2006), Trieste (2007),
Berlin (2009), Manching (2011), Wolfsburg (2013).

The next course on Design Optimization will take
place in Stockholm, in May 28-29, 2015 and will kindly
be hosted by FOI. The course will provide (a) an
overview of modern design optimization methods, (b)
comprehensive discussions on the presented methods
assisting industrial engineers to select the best-suited
approach for solving their particular problems and (c)
successfully treated examples in the areas of aeronautics,
the automotive and turbomachinery industry. Lectures
will be given by Prof. Dr. Kyriakos Giannakoglou
(NTUA, Athens, Greece, Course Coordinator), Prof.

Dr. Nicolas R. Gauger, (TU Kaiserslautern, Germany),
Prof. Dr. Tom Verstraete (VKI, Rhode Saint Genese,
Belgium), Dr. Marcus Mayer (Rolls-Royce Deutschland,
Germany), Dr. Olivier Amoignon (FOI, Stockholm,
Sweden), Dr. Matteo Nicolich (ESTECO S.p.A, Italy),
Prof. Anders Klarbring (Linköping University, Sweden),
Prof. Martin Berggren (Umea University, Sweden) and
Dr. Per Weinerfelt (SAAB Aeronautics, Sweden).

The present ERCOFTAC Bulletin includes six arti-
cles by six different research groups among the most
active ones in SIG34. They are describing a variety of
research activities related to the development modern
optimization methods, either gradient-based or relying
upon evolutionary algorithms, and their applications
in various real-world problems. A few comments on
the articles included in this volume follow. The article
by K. Giannakoglou et al. reviews the development
and use of CFD-based optimization methods including
evolutionary algorithms and adjoint methods, with
applications to thermal and hydraulic turbomachines,
cars, high-lift devices, etc. The article by N. Gauger
et al. presents an aerodynamic design framework in
which algorithmic differentiation is applied to an open-
source multi-physics solver to obtain design sensitivities,
with results in both steady and unsteady aerodynamic
optimization problems. The article by T. Verstraete is
about the optimization of U bends for internal cooling
channels inside turbine blades, addressing reduction
in pressure losses and increase in heat transfer, based
on evolutionary algorithms. The article by C. Poloni
et al. illustrates a proof of concept of a multi-level
optimization, involving parameters related to both
geometry and mission control; in fact, an optimal
boomerang is designed in terms of energy requested to
throw the object, optimizing the shape of the boomerang
and the throw parameters. The article by C. Othmer
presents a number of different automotive optimization
disciplines in Volkswagen, including topology and shape
optimization of ducted flows (e. g. air ducts for cabin
ventilation or engine ports), flow control and shape
optimization in external aerodynamics and optimization
of cooling and aeroacoustics. Finally, the article by J.
Periaux et al. is on the multi-objective drag reduction
design of natural laminar airfoil with shock control
bump shape using evolutionary algorithms and Pareto
games.
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Optimization in Fluid Mechanics using Adjoint Methods
and Evolutionary Algorithms

K.C. Giannakoglou, D.I. Papadimitriou, V.G. Asouti, X.S. Trompoukis,
E.M. Papoutsis-Kiachagias, K.T. Tsiakas and I.S. Kavvadias

National Technical University of Athens, School of Mechanical Engineering, Parallel CFD & Optimization Unit, Greece

Abstract
Research activities of the Parallel CFD & Optimization
Unit (PCOpt) of the School of Mechanical Engineering of
the National Technical University of Athens are mostly
focusing on the development and use of CFD–based op-
timization methods; the parallelization and porting on
GPUs of the developed methods is an active research
area too. Evolutionary algorithms, supported by a vari-
ety of mechanisms to reduce their CPU cost, especially
in large–scale problems with a great number of design
variables, as well as deterministic (gradient–based) op-
timization methods, relying upon the adjoint method
to compute the gradient of the objective and constraint
functions, have been developed. These have been used
in a variety of problems in turbomachines (thermal or
hydraulic), aircraft and automotive applications as well
as other problems in fluid mechanics. This article sum-
marizes relevant research and achievements and demon-
strates a few selected applications. The article is split
into two parts: (a) activities and applications in the
field of adjoint methods and (b) activities, methods and
software related to evolutionary optimization. The hy-
bridization of the two methods is possible and has been
used in some cases.

1 Adjoint Methods
The development of adjoint methods at PCOpt is based
on in–house flow solvers for both compressible and in-
compressible flows, using time–marching techniques for
systems of hyperbolic equations and either the pseudo–
compressibility technique or pressure–based methods for
incompressible flows (the latter using OpenFOAM). On
the in–house (U)RANS solver, both the continuous and
discrete adjoint approaches have been developed; dis-
crete adjoint is always based on hand–differentiation to
minimize storage requirements. Direct differentiation
and/or finite differences are implemented for the pur-
pose of validation. The development of the adjoint to
the OpenFOAM code is exclusively based on the contin-
uous approach. The adjoint methods are dealing with
different objective functions which are used to perform
shape or topology optimization or to design flow control
systems (via steady and unsteady jets); adjoint meth-
ods for use in robust design/optimization, where high–
order derivatives must be computed, have also been de-
veloped. In constrained optimization problems, the ad-
joint method is used for both the objective and constraint
functions.

The in–house primal and adjoint equation solvers are
fully parallelized using the multi–domain approach and
MPI. The same software has also been ported on Graph-

Figure 1: Shape optimization of a compressor cascade,
Re = 3.3×105, using the adjoint to the low–Re Spalart–
Allmaras model. Sensitivity derivatives of the total pres-
sure losses function F w.r.t. the coordinates b of the
control points parameterizing the suction (first half) and
pressure (second half of the horizontal axis) airfoil sides

ics Processing Units, using CUDA. The GPU–enabled
software, for the solution of both the primal and the
adjoint equations, runs about 60 times faster than the
corresponding CPU solver on a single CPU core. The
GPU solver employs Mixed Precision Arithmetics (MPA,
[1, 2]) to minimize global memory transactions. Since, all
residuals are computed with double precision arithmetics
(DPA), MPA does not harm the solution accuracy. The
high speed–up results from the use of single precision
arithmetics (SPA) in storing the l.h.s. matrices.

This article focuses on continuous adjoint, unless
stated otherwise. Objective functions are defined either
along the controlled part of the domain boundaries (such
as the walls of the body to be designed) or the inlet
to/exit from the flow domain or, even, as field integrals.

In contrast to all previous works in continuous ad-
joint, PCOpt introduced the continuous adjoint method
to both the mean–flow and turbulence equations. This
has been done for several turbulence models (Spalart–
Allmaras [3], k-ε [4] and k-ω SST [5] models) by overcom-
ing the frequently made assumption of neglecting varia-
tions in turbulent viscosity. In many cases, the adjoint to
the turbulence equations is really necessary. The omis-
sion of solving the adjoint to the turbulence model equa-
tion(s) may result to wrong and even wrongly signed sen-
sitivities that may mislead the optimization algorithm.

The gain from overcoming the “frozen turbulence” as-
sumption is shown in 1, concerning the flow within a
compressor cascade, to be designed for minimum total
pressure losses. On the starting geometry, the “frozen
turbulence” assumption leads to wrong sensitivities.
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Figure 2: Adjoint to the Spalart–Allmaras model with
WF; flow around the NACA0012 airfoil. The first 24
points correspond to the derivatives w.r.t. the x coor-
dinates of the suction and pressure side control points
while the last 24 to those w.r.t. the y coordinates

In industrial applications, the use of the wall function
technique is a viable approach, used routinely in analy-
sis and design projects. When the design is based on the
adjoint method, considering the adjoint to the wall func-
tion model becomes necessary. The continuous adjoint
method for the computation of sensitivity derivatives in
aerodynamic optimization problems, modeled via turbu-
lence models with wall functions, has been presented
in [6], by introducing the adjoint wall functions. The
proposed formulation led to the adjoint equations and
boundary conditions expressed in terms of the adjoint
friction velocity. The adjoint law of the wall bridges the
gap between the solid wall and the first computational
node off the wall during the solution of the adjoint PDEs.

The application of the adjoint approach to the high–
Re Spalart–Allmaras model, [7], is shown in 2; it is
about drag sensitivities of the isolated NACA0012 airfoil
(α∞ = 3o, Re = 6 × 106). Sensitivities computed using
the adjoint wall functions (WF) are compared to the out-
come of finite differences (FD) and the adjoint method
making the “frozen turbulence” assumption. The ad-
joint wall functions perfectly match the finite differences.
Once reliable adjoint methods for the computation of
the exact gradient were developed, next step was the de-
velopment of methods to additionally compute the (ex-
act) Hessian. There are two reasons for computing the
Hessian: (a) to support the use of the (exact) Newton
method within the optimization loop and (b) because
this is needed in robust design, according to the method
of moments. This was done using both discrete and
continuous approaches, [8]. The use of direct differen-
tiation (DD; for the gradient) followed by the adjoint
method (for second derivatives; tangent–then–reverse in
the terminology of Automatic Differentiation methods)
computes the Hessian with the lowest cost.

This cost scales with the number of design variables.
In small scale problems, the ability to compute the
Hessian allows the use of the (exact) Newton method
which, generally, outperforms steepest–descent or quasi–
Newton methods. In cases with many design variables,
however, since the CPU cost per cycle of the (exact)
Newton method becomes prohibitively high an alterna-
tive scheme was proposed in [8]. According to this, the
exact Hessian can be computed only once and, then, up-
dated approximately through a quasi–Newton formula.
This method usually outperforms (exact) Newton or
quasi–Newton methods.

To avoid the computation of Hessian in large scale
optimization problems, the truncated Newton algorithm

has been developed in [9]. Here, the Hessian computation
is skipped and Hessian products with vectors are com-
puted instead, since the Newton equation is solved via
the conjugate gradient (CG) method. The adjoint ap-
proach followed by the DD of both the flow and adjoint
equations is the most efficient way to compute them.
Considering that the cost of solving either the adjoint
or the DD equations is approximately equal to that of
solving the flow equations, the cost per Newton itera-
tion scales linearly with the number of CG steps, rather
than the (much higher, in large scale problems) number
of design variables.

The aforementioned work is related to optimization
at given operating conditions and without geometrical
or other imprecisions. To account for designs with ac-
ceptable performance in a stochastically changing envi-
ronment, robust design methods have been developed.
These rely on an appropriate cost function quantify-
ing the way the objective function changes if the uncer-
tain/environmental variables vary, based on an assumed
probability density function. The second–order second–
moment (SOSM) approach, requires the derivatives of
the objective function w.r.t. the uncertain variables.
Coupled with a gradient–based algorithm for the solution
of robust design problems in aerodynamics, it has been
developed in [10]. Since the cost function comprises first–
and second–order sensitivity derivatives of the quantity
of interest (lift, drag, etc.) w.r.t. the uncertain parame-
ters, the use of a gradient–based method, which requires
the sensitivities of the cost function w.r.t. the design
variables, calls for the computation of third–order mixed
derivatives. To compute them with the minimum CPU
cost, a combination of DD and the adjoint method has
been proposed.

In fluid mechanics, topology optimization is used for
designing flow passages, connecting predefined inlets and
outlets, with optimal performance based on selected cri-
teria. The continuous adjoint approach for topology
optimization in incompressible ducted flows with heat
transfer has been developed. A variable porosity field,
to be determined during the optimization, is the means
to define the optimal topology. The developed methods
account also for heat transfer and have taken all previ-
ous developments into account; for instance, they may
handle turbulent flows, by fully differentiating the tur-
bulence model. [11] was the first publication on topology
optimization using continuous adjoint methods and exact
gradients in turbulent flows. Since in various problems,
such as those dealing with the design of manifolds, con-
straints on the outlet flow direction or mass flow rates
and mean outlet temperatures must be imposed, the ad-
joint method has been extended to these constraint func-
tions as well. The continuous adjoint approach has the
advantage of providing closed form expressions for the
sensitivity derivatives with good interpretation of the
various terms. For instance, working with the viscous
losses, the dominant sensitivity term is the inner product
of the primal and adjoint velocities. Such a remark sheds
light to the mechanism contributing to the elimination
or reduction of recirculation areas which are associated
with losses. The angle formed between the primal and
adjoint velocity vectors determines the sign of the sen-
sitivity derivative computed at each grid node. In the
absence of adjoint backflow, areas with negative primal
streamwise velocities yield negative inner products and
sensitivity values which tend to increase the correspond-
ing local porosity values. Hence, the recirculation area
is solidified and, progressively, eliminated.
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Adjoint methods have also been employed for the opti-
mization of flow control configurations. The role of flow
control, based on suction/blowing/synthetic jets, is to
prevent or delay separation, control transition to turbu-
lent flow, suppress or enhance turbulence, control shock
waves, etc. The sensitivities of the total pressure losses
function with respect to the flow control parameters, i.e.
the suction/blowing velocities, on a fixed geometry, have
been computed in [12], using continuous adjoint. Based
on the computed gradients, one may choose the optimal
position and jet type. High sensitivity values indicate
the optimal positions of jets whereas their signs deter-
mine whether suction or blowing must be used, [12].

In 3 to 6, some industrial applications are presented.
The first case deals with the blade optimization of a
3D peripheral compressor cascade for min entropy losses
within the flow passage, [8]. The second one demon-
strates the shape optimization of a Francis turbine run-
ner in order to suppress cavitation, [13], the third the
shape optimization of a Volkswagen car for min drag
force, [14], and the last one the topology optimization
of an air–conditioning duct targeting min total pressure
losses.

Figure 3: Shape optimization of a 3D peripheral com-
pressor cascade, targeting min entropy generation rate
within the flow passage. The coordinates of the 3D
NURBS control points parameterizing the shape of the
compressor blade are the design variables. Pressure dis-
tribution along the compressor blade corresponding to
the optimized shape computed using the continuous ad-
joint approach

2 Stochastic Optimization
Methods

In the field of stochastic population–based optimiza-
tion methods, PCOpt mostly works on the cost reduc-
tion of Evolutionary Algorithms (EAs). EAs, in their
standard form, require a great number of evaluations
(here based on expensive CFD runs) to reach the op-
timal solution(s). In real–world applications, this in-
creases the optimization turnaround time a lot. Tech-
niques to reduce the CPU cost of an EA–based op-
timization are really necessary so as to make them a
viable tool in an industrial environment. The rele-
vant research includes the use of surrogate evaluation
models (or metamodels), distributed and/or hierarchi-
cal algorithms and parallel and/or asynchronous vari-
ants of EAs. They are all incorporated in the general
purpose optimization platform EASY (Evolutionary Al-
gorithm SYstem, http://velos0.ltt.mech.ntua.gr/EASY)
developed by PCOpt.
In Metamodel–Assisted EAs (MAEAs), “local meta-

models” (radial basis function networks, multilayer per-

Figure 4: Optimization of a Francis runner blade tar-
geting cavitation suppression. The objective func-
tion involves min/max operations which makes it non–
differentiable and requires special treatment. Top: pres-
sure distribution over the initial blading; white isolines
encircle the cavitated areas. Bottom: pressure distribu-
tion over the optimized blading, where the cavitated area
has practically disappeared. From [13]

ceptrons, kriging etc.), on–line trained for each and every
new individual generated during the evolution, are used
according to the Inexact Pre-Evaluation (IPE) frame-
work, [15, 16, 17]. For all but the first few genera-
tions, which are exclusively based on the exact evaluation
model, every new population member is pre–evaluated
on the low–cost metamodel, trained on the fly on neigh-
boring already evaluated candidate solutions. Based on
the outcome of these pre–evaluations, the most promis-
ing population members are identified to undergo eval-
uation on the CFD s/w, before proceeding to the next
generation. In MAEAs, the selection of training patterns
per candidate solution is important since it affects the
prediction ability of metamodels. This selection is based
on self–organizing maps (SOMs) and an iterative com-
bination of unsupervised and supervised learning, [17].
The gain offered by of the use of metamodels in the EA–
based design of a four–element airfoil is demonstrated in
7. For the same CPU cost, MAEAs outperform EAs.

In engineering optimization problems with a great
number of design variables, both EAs and MAEAs suf-
fer from the curse of dimensionality. A possible remedy
to this problem is the implementation of principal com-
ponent analysis (PCA) on the current elite set in each
generation. The PCA provides useful information to (a)
better guide the application of the evolution operators
and (b) reduce the number of sensory units of artifi-
cial neural networks used as metamodels (in MAEAs),
[18, 19].

By using the PCA to guide the evolution opera-
tors (EA(PCA)) the design space becomes temporarily
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Figure 5: Sensitivity map of the VW Polo car target-
ing min drag force. Red areas should be displaced in-
wards in order to reduce drag whereas blue areas out-
wards. Green areas have an almost zero sensitivity mag-
nitude and have, thus, a very small optimization poten-
tial. White isolines indicate sensitivity sign changes

Figure 6: Topology optimization of an air–conditioning
duct of a passenger car targeting min total pressure
losses. The flow enters the domain from the left and exits
from the right. White (transparent) areas have been left
intact. Red areas correspond to high porosity values and
should be solidified in order to avoid high energy losses.
Intermediate colours indicate lower porosity values

Figure 7: Optimal deployment of a four–element airfoil
for max lift coefficient. The design variables are the dis-
placements and rotations of the two flaps and the slat (9
in total). Mach field for the optimal configuration

aligned with the principal directions and the crossover
and mutation operators are applied on the so “rotated”
individuals. This alignement leads to an optimization

problem with an “almost separable” objective function,
which is highly beneficial.

In MAEAs, during the metamodel training, the PCA
is used to reduce the problem dimension. The variances
of the design variables are used to identify the directions
along which the elite members are less or more scat-
tered; high variances indicate scattered data and vice–
versa. Based on this, the metamodel sensory units corre-
sponding to the directions of the design space with high
variances are filtered out. This reduction in the num-
ber of input parameters increases the prediction accu-
racy of metamodels and accelerates the training process.
The training patterns are rotated and, then, their com-
ponents associated with the higher eigenvalues are ex-
cluded from the training. This method is referred to as
M(PCA)AEA. If the PCA is used to assist both the ap-
plication of the evolution operators and the metamodel
training, this is referred to as M(PCA)AEA(PCA). An
example of the use of PCA for the design of a Fran-
cis runner with 372 design variables is shown in 8.
MAEA(PCA) performs better than the MAEA whereas
M(PCA)AEA(PCA) outperforms any other variant.
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Figure 8: Two–objective design of a Francis runner at
three operating points for optimizing the outlet veloc-
ity profile (min f1) and the blade loading (min f2).
Top: Comparison of the fronts of non–dominated so-
lutions computed by the MAEA, MAEA(PCA) and
M(PCA)AEA(PCA), at the same CPU cost. Bottom:
Pressure field over the Francis runner, at the best effi-
ciency operating point for the non–dominated solution
D. From [19]

Another method for reducing the optimization
turnaround time is via distributed search, i.e. the so–
called Distributed EAs (DEAs). A DEA handles a
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few sub–populations or demes evolving in semi-isolation.
The demes communicate according to the directed graph
topology and exchange their best performing individuals
according to a user–defined inter–deme migration policy.
Distributed schemes outperform EAs and their coupling
with MAEAs (DMAEAs) leads to an even better perfor-
mance.
Hierarchical optimization methods rely on the regular

exchange of information between successive levels (usu-
ally two, occasionally three). Each level can be associ-
ated with different (in terms of accuracy/computational
cost) evaluation software, or problem parameterization
and/or search tool. Hierarchical or multilevel EAs
(HEAs) offer additional CPU cost reduction and can
be used in combination with MAEAs (HMAEAs) or
DMAEAs (HDMAEAs), [20, 21, 22, 23].
In “multilevel evaluation” mode, an HEA uses differ-

ent evaluation software on each level. The lower level(s)
are responsible for detecting near–optimal solutions in
at low CPU cost before delivering them to the higher
level(s) for further refinement. Inexpensive, low–fidelity
evaluation models are associated with lower levels while,
on the higher levels, evaluation models of higher fidelity
and CPU cost are employed. An application of a multi-
level evaluation HEA is presented in 9. The distributed
HEA (DHEA) is shown to perform better than the con-
ventional EA, while the additional use of metamodels,
i.e. DHMAEA, outperforms both EA and DHEA. In the
“multilevel search” mode, each level of the HEA handles
a different search technique. Stochastic search is often
used on the lower levels for the exploration of the de-
sign space, leaving the refinement of promising solutions
to gradient–based methods on the higher levels. Finally,
in “multilevel parameterization” mode, each level of the
HEA is associated with a different set of design variables.
On the lowest level, a few design variables are considered.
On the next levels, the problem dimension increases. The
detailed problem parameterization is used on the highest
level only.
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Figure 9: Optimal deployment of a four–element airfoil
for max lift coefficient. Comparison of the convergence
history of EA, DHEA and DHMAEA (“multilevel eval-
uation”) in terms of CPU cost. The evaluation tool is
the in–house GPU–enabled RANS solver. The low level
uses its SPA variant while the high level its MPA variant.
The CPU cost ratio of the two variants is about 1 : 2 on
the same computational grid

In all the aforementioned variants of EAs, the con-
current evaluation of candidate solutions in the same
generation on different processors, [24], reduces further
the optimization turnaround time. However, it does not
maximize parallel efficiency due to the synchronization

barrier at the end of each generation. To fully exploit
all the available computational resources by overcom-
ing the “generation” barrier, asynchronous EAs (AEAs)
have been developed, [25]. The efficiency of AEAs is
improved by employing metamodels (AMAEA), accord-
ing to an appropriately adapted IPE technique, [26]. A
representative example is shown in 10.
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Figure 10: Optimization of a peripheral compressor cas-
cade for minimum viscous losses. Top: Convergence his-
tories of MAEA and AMAEA. Bottom: Pressure distri-
bution on the optimal geometry
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Abstract
Efficient and robust optimization methods are essential
for the design of future aircraft. In this work, we de-
velop an aerodynamic design framework in which al-
gorithmic differentiation is applied to the open-source
multi-physics solver SU2 to obtain design sensitivities.
We obtain a consistent discrete adjoint solver which di-
rectly inherits the convergence properties of the primal
flow solver due to the differentiation of the entire non-
linear fixed-point iterator. Results from both steady and
unsteady aerodynamic optimization problems are pre-
sented.

1 Introduction
During the last few decades efficient aerodynamic opti-
mization methods have become increasingly important.
Here, adjoint methods are quite successful as they re-
quire only one evaluation of the underlying adjoint sys-
tem to obtain the sensitivities for an arbitrary number
of design variables [1, 2]. Although the continuous ver-
sion, based on the continuous integral formulation of the
flow equations, is efficient in terms of memory consump-
tion and run-time, it is difficult to extend the approach
to handle additional equations like turbulence or transi-
tion models, for example. Furthermore, there is a slight
inconsistency between the calculated gradient and the
objective function because the method yields a discrete
approximation of the gradient of the analytic objective
function, rather than of the discretized objective func-
tion. As a result the optimization is likely to fail to
converge further once in the vicinity of a local minimum.
Nevertheless, this approach is used frequently nowadays
for shape optimization problems. A possible remedy for
the latter problem is the use of discrete adjoint meth-
ods [3, 4] where the optimal control theory is applied to
the discretized flow equations. Still, it suffers from the
same drawback, namely the difficult extension to com-
plex flow models if the traditional approach based on
the transposed of the state Jacobian is deployed and it
may also lead to consistency problems if the numerical
methods are not properly linearized.
In this work we will consider a discrete approach based

on the principle of Algorithmic Differentation (AD) [5].
Although there were several approaches in the past that
applied AD in the field of aerodynamics [6, 7, 8, 9], most
of them suffered either from poor performance (using
AD tools based on the Operator overloading approach)
or from limited flexibility (source-code transformation).
To overcome these issues we employ modern C++ fea-
tures to automatically generate a representation of the
computational graph of each statement at compile-time.
The aforementioned properties allow essentially the

application of this approach to any available flow solver

as long as it is written in C or C++. However, it will
prove its strength particularly in an constantly evolv-
ing multi-disciplinary framework. Therefore we applied
this approach to the SU2 open-source code that com-
prises a complete self-contained optimization framework
for aerodynamic design [10, 11]. Initially developed at
Stanford University it now exhibits collaborations from
all over the world and receives regular updates and im-
provements. Originally based on the continuous adjoint
method, a lot of the already present input/output rou-
tines, data structures and optimization methods could
be reused for the discrete adjoint solver and the forward
mode differentiation mode, such that it integrates now
smoothly into the existing framework.

In this work we will present some of the features of
this framework along with an introduction of the used
methods.

2 The Aerodynamic Design
Chain

In the following we will give a short overview of the opti-
mization problem and the already implemented methods.
Note that the discussions below are made on the basis
of steady problems. The unsteady counterpart can be
derived analogously and is omitted here for the sake of
brevity. 1 shows a simplified representation of the aero-
dynamic design chain. The components of the design
vector α can for example be chosen as the amplitudes of
Hicks-Henne functions [12] in 2D or as the control points
of the Free-Form deformation method [13] for 3D prob-
lems. According to a movement of the surface based on
the current values of the design variables, a mesh defor-
mation routine using the Linear Elasticity method cre-
ates a new mesh X. The flow solver then evaluates the
flow field U and the objective function J . Using this envi-
ronment, the optimization problem for steady problems
can be stated as

min
α

J(U(α), X(α)) (1)

subject to R(U(α), X(α)) = 0 (2)

where R(U) is the flow residual arising from the semi-
discretization of the governing equation.

The discretization of the compressible RANS equa-
tions and the turbulence models is performed using the
Finite-Volume method on a vertex-based median-dual
grid. Several numerical fluxes such as JST, Roe, AUSM
etc. are implemented and flux and slope limiters en-
able second-order space integration. By using an im-
plicit Euler scheme for the time integration, followed by
a linearization about the known time level we obtain the
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Figure 1: Simplified representation of the aerodynamic
design chain

following linear system to be solved in each iteration n:

(
Dn + ∂R(Un)

∂Un

)
∆Un = −R(Un). (3)

Here, R(Un) is the residual resulting from the space in-
tegration, ∆Uni := Un+1

i − Uni and

(Dn)ij := |Ωi|∆tni
δij ,

(
∂R(Un)
∂Un

)
ij

:= ∂Ri(Un)
∂Unj

. (4)

Ωi represents the volume of the cell i and ∆tni is the
(pseudo) time-step that may be different in each cell due
to the local time-stepping technique. If non-linear multi-
grid acceleration is used, then equation (3) is additionally
discretized and solved on consecutively coarser meshes in
each iteration to find a correction to be applied to Un+1.

3 Differentiation of the Design
Chain

The application of AD to the aerodynamic design chain
described in section 2 is similar to the Operator Over-
loading approach [9] as it essentially requires the replace-
ment of all variables in the routines involved in the com-
putation of the objective function by a datatype that
not only stores the numerical value, but also enables
the breakdown of each statement into elementary opera-
tions, such as summation, multiplication, sine/cosine etc.
For the reverse mode, the stored sequence of operations
and expressions can then be traversed in reverse order to
compute the gradient. For the forward mode the deriva-
tives are computed along the evaluation of an expression.
Therefore, it does not require as much additional mem-
ory as the reverse mode. For a detailed introduction we
refer to the relevant literature, for example to the book
of Griewank and Walther [5]. Template metaprogram-
ming features of C++ are then applied to implement the
Curiously Recurring Template Pattern [14] that allows
to build the computational graph for each statement at
compile-time. For that purpose we use a modified ver-
sion of the Adept C++ library [15]. Additionally, the
current implementation is fully capable of handling the
MPI communication for the use in parallel computations,
both, for reverse and forward mode.
One particular advantage of the operator overloading

approach is the possibility to develop an easy maintain-
able adjoint solver. In particular, we gain a high level of
flexibility that allows for the automatic adaption of the
adjoint solver to modifications and extensions of the flow
solver. Even the incorporation of turbulence or transi-
tion models can be done with ease or grid movement
strategies like moving walls can be included as long as
they are implemented and are ready to be used in the
flow solver.

4 The Discrete Adjoint Solver for
Steady Flows

An important fact is that if Dn would be zero (∆tni →
∞), then (3) would be identical to a step of Newton’s
method to solve the non-linear system R(U) = 0. How-
ever, using the implicit Euler discretization we natu-
rally end up with a damped Newton method for solving
R(U) = 0. Hence, if convergence is achieved, the re-
sulting solution U∗ only depends on the right-hand side
of (3), that is, the residual R(U). The left-hand side
can therefore be any reasonable approximation to the
flow Jacobian ∂R

∂U . This can be made clear by trans-
forming the flow equation (3) into a fixed point equation
U = G(U), such that feasible solutions can be computed
from the iteration

Un+1 = G(Un) := Un − P (Un)R(Un) (5)

with the preconditioner P defined as

P (U) :=
(
D + ∂R̃(U)

∂U

)−1

. (6)

Note, for simplicity the multi-grid method is neglected in
this representation of P and G. The tilde indicates that
this might be an approximation to the exact Jacobian.
It is naturally to assume that G is stationary only at
feasible points, i.e.

R(U∗) = 0⇔ U∗ = G(U∗). (7)

By the Banach fixed-point theorem, recurrence (5) con-
verges, if G is contractive, i.e. if ‖∂G∂U ‖ < 1 in a suitable
matrix norm. In advanced CFD codes, like SU2, there
are several approximations often seen to reduce the com-
plexity:

• Use of first order approximations of the implicit
terms, even though a higher order spatial discretiza-
tion is applied on the right-hand side.

• Consistent linearized treatment of the boundary
conditions is typically neglected.

• Only approximate solutions of the linear system (3)
are obtained.

If traditional discrete adjoint methods are used [16], how-
ever, these approximations are not valid anymore, since
they result in a linear system involving the exact flow
Jacobian ∂R

∂U to be solved for the adjoint variables. To
circumvent this problem, Korivi et al. [17] proposed a
method for solving the adjoint system that resembles
the iterative flow solver and permits the use of the same
approximative Jacobian. For the derivation of the pro-
posed discrete adjoint solver, we adopt this approach and
combine it with the efficient evaluation of the occurring
gradients using AD.

Since the computational mesh is subject to change, we
consider now all functions additionally depended on X.
To formally handle the surface and mesh deformation,
we add it as a constraint to the original optimization
problem (1) - (2) by using the equation M(α) = X. A
similar way of dealing with the mesh sensitivities was
originally proposed by Nielsen and Park [18]. However,
in the present case we do not make any assumptions on
the structure of M , except that is differentiable. Then

ERCOFTAC Bulletin 102 11



the optimization problem finally takes the form

min
α

J(U(α), X(α)) (8)

subject to U(α) = G(U(α), X(α)) (9)
X(α) = M(α). (10)

We can define the Lagrangian associated to this problem
as

L(α,U,X, Ū , X̄) = J(U,X) + (G(U,X)− U)T Ū
+(M(α)−X)T X̄ (11)

= N(U, Ū ,X)− UT Ū
+(M(α)−X)T X̄ (12)

where N is the shifted Lagrangian

N(U, Ū ,X) := J(U,X) +GT (U,X)Ū . (13)

If we differentiate L with respect to α using the chain
rule, we can choose the adjoint variables X̄ and Ū in
such a way, that the terms ∂U∂α and ∂X

∂α can be eliminated.
This leads to the following equations for Ū and X̄:

Ū = ∂

∂U
N(U, Ū ,X) (14)

= ∂

∂U
J(U,X) + ∂

∂U
GT (U,X)Ū

X̄ = ∂

∂X
N(U, Ū ,X) (15)

= ∂

∂X
J(U,X) + ∂

∂X
GT (U,X)Ū

Finally, the derivative of the Lagrangian, that is, the
total derivative of J , reduces to

dL

dα
= dJ

dα
= d

dα
MT (α)X̄. (16)

Equation (14) is a fixed-point equation in Ū and can be
solved in the style of the flow solver using the iteration

Ūn+1 = ∂

∂U
N(U∗, Ūn, X) (17)

once we have found a numerical solution U = U∗ of
equation (5). Since G is a contractive function if the
flow solver has reached a certain level of convergence (i.e.
‖∂G∂U ‖ < 1 in some suitable matrix norm), also ∂N

∂U will
be contractive since∥∥∥∥ ∂

∂Ū

(
∂NT

∂U

)∥∥∥∥ =
∥∥∥∥∂GT∂U

∥∥∥∥ =
∥∥∥∥∂G∂U

∥∥∥∥ < 1. (18)

Thus, it directly inherits the convergence properties
of the flow solver. The sensitivity equation (15) can ef-
ficiently be evaluated using AD along with the compu-
tation of Ū as they require the derivatives of the same
functions. An important fact is, that since N in (14) is
evaluated at a fixed U∗, it is only necessary to store the
computational graph once at the first iteration. In sub-
sequent iterations we can simply re-evaluate the gradient
computation routine provided by the AD tool. Similarly,
the mesh sensitivity equation (16) requires the applica-
tion of AD to the mesh deformation routines.

4.1 Simplified Recurrence and the
Linear Solver

Since the efficiency of the approach directly depends on
the number of active variables, that is, variables that are
involved in the computation of L and with dependency of
X or U , considering some parts of the code as passive can
greatly reduce the memory requirements and the runtime
of the adjoint solver. For the derivative of G with respect
to U holds

∂

∂U
G(U,X) = I − P (U,X) ∂

∂U
R(U,X)

− ∂

∂U
P (U,X)R(U,X). (19)

If ∂P∂U is uniformly bounded, which is the case if P is con-
tinuously differentiable [5], the last term will disappear
as R(U,X) converges to zero. Hence, we may drop the
last term and use the simplified recurrence

Ūn+1 = ∂

∂U
J(U∗, X) +(

I − P (U∗, X) ∂

∂U
R̃(U∗, X)

)T

Ūn. (20)

The same holds for the derivative with respect to X and
the evaluation of X̄. This explicit separation of the pre-
conditioner P from G is only possible if no multi-grid
method is used. Still, it can easily be shown that this
approach is also possible if G is more complex. See for
example the book of Griewank [5]. It should be noted,
that this simplification introduces a small error in the
adjoint variables and therefore in the resulting gradient
if the flow residual is not sufficiently reduced. However,
we noticed that it is negligible even in case of engineer-
ing precision (for a flow residual in the order of 10−4 the
relative error was smaller than 0.05%).

The simplified recurrence can easily be implemented in
the context of AD if one uses an analytic differentiation
of the linear solution process, i.e. the application of P
on R in (5). For a detailed explanation we refer the
interested reader to the paper of Giles [19]. Instead of
recording all expression during the execution of the linear
solver, which should always be avoided, this essentially
will result in solving a linear system during the reverse
pass for computing ∂N

∂U involving the transposed of the
preconditioner P . By omitting the update of the gradient
values of the entries of P after solving this linear system
we directly end up with the simplified recurrence (20).

4.2 Comment on Performance
An important role for the application in productive en-
vironments plays of course the efficiency in terms of run-
time and memory requirements. Without going to much
into detail, currently the factor to get the gradient com-
pared to one flow solution is about 1.2− 3.0, depending
on the numerical methods used in the flow solver. Es-
pecially the use of the multi-grid method pushes this
factor in direction of the upper bound. However, future
research will investigate the explicit handling of this kind
of convergence acceleration methods to further increase
the efficiency of the adjoint solver.

5 Results
In this section we present some optimizations that incor-
porate the AD-based gradient computations. For prob-
lems involving steady flows, the discrete adjoint solver
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presented in section 4 is applied. At the moment, check-
pointing has also been implemented for the reverse mode
at each time iteration. However, to alleviate the still-
large memory overhead, checkpointing or the simplified
recurrence from Section 4.1 needs to be implemented
within each inner iteration of the dual-time stepping
scheme. Since this implementation requires still some
work we have to fall back to the forward mode of AD
to compute the necessary gradients for unsteady flows.
Similar to the extension of the steady flow solver to an
unsteady flow solver, it is possible to reuse most of the
already implemented methods for the unsteady adjoint
solver. For this reason the authors are quite confident to
release this feature within the very near future.
The already implemented design framework that is

built around SU2, which is based on Python and SciPy, is
extended to support the differentiated routines, such that
the application of the AD-based optimization framework
is not more difficult than the already existent one. In
particular, the optimizer used in the following sections is
still based on the Han-Powell quasi-Newton method [20]
implemented in the SciPy Python library.

5.1 Transonic Turbulent Flow
The first test case uses the supercritical RAE2822 airfoil
as the baseline design in two-dimensional transonic tur-
bulent flow conditions for drag reduction. The Reynolds
number is 6.5 million based on the unit chord length, the
farfield Mach number is Ma∞ = 0.729 and airfoil is in-
clined at an angle of attack of 2.31◦. The computational
domain is discretized using a hybrid mesh consisting of
a structured part around the airfoil and an unstructured
part in the mid and farfield with a total of 59,976 ele-
ments and y+ ≈ 1. The first grid point of the airfoil
surface is at a distance of 1E-5 chords, and the far field
boundary is located approximately one hundred chord
lengths away from the airfoil. Characteristic-based far-
field boundary conditions are enforced on the far-field
boundary, and a no-slip, adiabatic boundary condition
is enforced on the airfoil. The convective fluxes are com-
puted using the Jameson-Schmidt-Turkel (JST) scheme
while the turbulent viscosity is calculated using the SST
k-ω model. Convergence to steady state is accelerated
using a three level multi-grid W-cycle.
For the optimization the amplitudes of 38 equidis-

tantly distributed Hicks-Henne bump functions are used
to discretize the design space. The lift is constrained to
remain constant at Clbase

= 0.6901, while the pitching
moment about the quarter-chord point is forced to stay
below the baseline value of Cmzbase

= 0.0856. Further-
more, a geometric constraint is applied to keep the area
of the airfoil constant during the optimization.
The RAE2822 airfoil is known to have a strong shock

appearing on the suction side of the airfoil in this flow
regime, that is indicated by the discontinuity in the com-
puted pressure distribution Cp shown in 2 at the mid-
chord position. Since it is well-known, that a local mini-
mum of the drag coefficient is found by eliminating this
shock it often serves as a reference test case.
To validate the discrete adjoint solver presented in Sec-

tion 4 we performed a comparison of the drag gradients
obtained using this solver and by finite differences (step
size of 10−5) that is shown in 3 for the baseline design.
Despite a very slight disagreement around the shock po-
sition due to the inaccuracy of the finite difference ap-
proximation, we get an excellent agreement, indicating
a consistent gradient computation. In 4 the drag, lift
and pitching moment values during the optimization are
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Figure 2: Pressure distribution Cp for the baseline
RAE2822 airfoil and the optimized design

plotted. After 19 design cycles the drag is reduced from
Cdbase

= 0.0129 to Cdopt
= 0.0112, which translates to a

relative reduction of 12%, while the lift is perfectly main-
tained. Interestingly, up to the 11th design cycle the
pitching moment is pushing against its constraint value
and suddenly drops down in line with a further drop in
the drag value. This may indicate that we have found a
better local optimum with the pitching moment not be-
ing at the boundary of the design space. If we consider
the optimized pressure distribution in 2, we notice, as
expected, a smooth distribution over the whole surface
with increased generation of lift at the leading edge, that
directly translates to the decreased pitching moment.
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Figure 3: Comparion of drag gradient obtained by the
discrete adjoint method and finite differences

5.2 Inviscid 3D Flow
The second test case features the drag reduction of the
ONERA M6 airfoil in transonic, inviscid flow. The free-
stream Mach number is set to Ma∞ = 0.8395 with an
angle of attack of 3.06◦. The computational domain is
discretized using an unstructured grid with 582,752 el-
ements, with the surface consisting of 19,894 triangles.
In order to model an extension, the airfoil is attached
to a symmetry boundary. The convective flux is again
discretized using the JST scheme.

The baseline airfoil has a strong shock structure ap-
pearing on the upper surface of the airfoil that extends
from the leading edge and is visible in the contour plot
of the pressure distribution in 5(a).
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Figure 4: Drag, lift and moment values during optimiza-
tion

The FFD control points are distributed as shown in
5(a). Note, for the optimization only a subset of the
control points on the upper surface is used and only a
movement in the z-direction is allowed. To be more pre-
cise, the last row of control points near the trailing edge
is fixed, resulting in a total of 25 design variables. The
lift is constraint to remain larger than or equal to the
baseline value of CLbase

= 0.2864. 6 shows the develop-
ment of the drag and lift coefficient during the optimiza-
tion. After 11 design cycles the process has reached a
state where significant improvements are not noticeable
anymore resulting in a reduction of 35% compared to
the initial value. The lift has not changed and remained
essentially at the constraint initial value. The optimiza-
tion successfully removed the shock, leaving a continuous
pressure distribution over the surface (see 5(b)).

(a) Baseline Design

(b) Optimized Design

Figure 5: Pressure distribution Cp and position of the
FFD control points for the inviscid test case
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Figure 6: Optimization history for the inviscid test case

5.3 Pitching Airfoil in Transonic
Turbulent Flow Condition

In this test case, we consider again the drag minimization
problem of an RAE2822 airfoil in transonic (Ma∞ = 0.8)
and turbulent (Re = 6.5 × 106) flow regime, but this
time pitching about its quarter-chord point with a mean
angle of attack of 2.0 degrees, an amplitude of 3.0 degrees
and a frequency of 251.3 rad/s. The mesh used is an
unstructured, O-grid that wraps around the RAE 2822
airfoil. It has 22,842 elements in total with 192 edges
making up the airfoil boundary and 40 edges along the
far field boundary. A time step of 0.001 is used for the
dual time-stepping, resulting in 25 time steps per period
of oscillation for a total of 8 periods. All other numerical
settings coincide with the test case in section 5.1.

i ∂C̄D
∂αi

(AD) ∂C̄D
∂αi

(FD) ∂C̄L
∂αi

(AD) ∂C̄L
∂αi

(FD)

1 0.1744 0.1746 -4.7621 -4.7646
2 0.0751 0.0748 -5.7623 -5.7872
3 -0.2833 -0.2839 -3.6506 -3.6711
4 1.0985 1.1002 -4.8842 -4.9178
5 0.2652 0.2705 -11.718 -11.728
6 -0.3166 -0.3226 0.8805 0.8081

Table 1: Comparison between the gradients obtained by
forward mode of AD and finite differences

A total of 6 Hicks-Henne bump functions are chosen
as design variables and they are equally spaced along
the upper and lower surfaces of the airfoil (3 on each
of the upper and lower surfaces). The objective func-
tion is defined as the time-averaged drag C̄d within the
periodic steady state, as denoted by the optimization
window on 8. The averaged lift C̄l is constrained to re-
main above 0.4. Additionally, a thickness constraint is
imposed to ensure that the maximum thickness of the
airfoil remains constant. On 1, lift and drag sensitivi-
ties computed using the forward-mode AD are validated
against those computed using finite difference.

The optimization is performed over 11 design cycles.
The final airfoil shape achieves a 29% reduction in time-
averaged drag, while the time-averaged lift constraint is
fulfilled, as shown on 7 . A comparison in the time-
histories of the lift and drag performances between the
baseline RAE2822 and the optimized airfoil profiles is
shown on 8. The effect of the optimization can be vi-
sualized by comparing the Mach number contour of the
airfoils at their mean (9 (b) and 10 (b)) and maximum
(9 (c) and 10 (c)) angles of attack – the shock strength
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on the upper surface has been significantly reduced, al-
though it is apparent that the presence of the lift and
thickness constraints as well as the low number of de-
sign variables do not allow sufficient degrees of freedom
for the optimizer to fully remove the shocks. Note that
at all three angles shown on (9 and 10), the shock po-
sition has moved further downstream in the optimized
airfoil, reducing the extent of shock-induced boundary
layer separation on the airfoil surface. Consequently, the
new airfoil achieves lower drag within the optimization
window as shown on 8.
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Figure 7: Optimization history of the pitching RAE2822
airfoil in transonic turbulent flow
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6 Summary & Outlook
In this paper, we demonstrate an aerodynamic design
framework in which algorithmic differentiation is applied
to the open-source multi-physics solver SU2 to obtain de-
sign sensitivities. We obtain a consistent discrete adjoint
solver which directly inherits the convergence properties
of the primal flow solver due to the differentiation of the
entire nonlinear fixed-point iterator. This includes the
differentiation of various turbulence models. Two val-
idation and application cases are presented for steady
problems – a 2-D viscous flow with a SST k-ω turbu-
lence model over the RAE2822 airfoil and a 3-D invis-
cid flow over the ONERA M6 wing. As a first step in
the extension to an unsteady adjoint solver, we apply
the forward-mode AD to the optimization of a transonic
pitching airfoil. This will serve as a reference test case
for revserse-mode AD in the next step.

(a) α = −1◦

(b) α = 2◦

(c) α = 5◦

Figure 9: Mach number contour of the baseline RAE2822
airfoil at various time instances over one period

Acknowledgment
The authors would like to gratefully acknowledge the
support from Thomas D. Economon, Francisco Palacios
and Juan J. Alonso of the SU2 development team at
Stanford University.

References

[1] A. Jameson, “Aerodynamic design via control the-
ory,” Journal of Scientific Computing, vol. 3, no. 3,
pp. 233–260, 1988.

[2] J. Reuther and A. Jameson, “Control theory based
airfoil design using the Euler equations.” AIAA Pa-
per 94-4272, 1994.

ERCOFTAC Bulletin 102 15



(a) α = −1◦

(b) α = 2◦

(c) α = 5◦

Figure 10: Mach number contour of the optimized airfoil
cycle at various time instances over one period

[3] E. J. Nielsen and W. K. Anderson, “Aerodynamic
Design Optimization on Unstructured Meshes Using
the Navier-Stokes Equation.” AIAA Paper 98-4809,
1998.

[4] J. Elliott and J. Peraire, “Aerodynamic Design Us-
ing Unstructured Meshes.” AIAA Paper 96-1941,
1996.

[5] A. Griewank and A. Walther, Evaluating Deriva-
tives. Society for Industrial and Applied Mathe-
matics, second ed., 2008.

[6] B. Mohammadi, J.-M. Malé, and N. Rostaing-
Schmidt, “Automatic differentiation in direct and
reverse modes: Application to optimum shapes de-
sign in fluid mechanics,” in Computational Dif-

ferentiation: Techniques, Applications, and Tools,
pp. 309–318, Philadelphia, Penn.: SIAM, 1996.

[7] B. Mohammadi, “Optimal shape design, reverse
mode of automatic differentiation and turbulence.”
AIAA Paper 97-0099, 1997.

[8] P. Hovland, B. Mohammadi, and C. Bischof, “Au-
tomatic Differentiation and Navier-Stokes Compu-
tations,” Computation Methods for Optimal Design
and Control, pp. 265–284, 1998.

[9] N. R. Gauger, A. Walther, C. Moldenhauer, and
M.Widhalm, “Automatic differentiation of an entire
design chain for aerodynamic shape optimization,”
Notes on Numerical Fluid Mechanics and Multidis-
ciplinary Design, vol. 96, pp. 454–461, 2008.

[10] F. Palacios, M. R. Colonno, A. C. Aranake, A. Cam-
pos, S. R. Copeland, T. D. Economon, A. K.
Lonkar, T. W. Lukaczyk, T. W. Taylor, and J. J.
Alonso, “Stanford university unstructured (su2):
An open-source integrated computational environ-
ment for multi-physics simulation and design,”
AIAA Paper, vol. 287, p. 2013, 2013.

[11] F. Palacios, T. Economon, A. Aranake, S. R.
Copeland, A. K. Lonkar, and J. A. et al, “Stanford
university unstructured (su2): Open-source analysis
and design technology for turbulent flows,” AIAA
Paper 2014-0243, vol. 287, p. 2014, 2014.

[12] R. M. Hicks and P. A. Henne, “Wing design by nu-
merical optimization,” Journal of Aircraft, vol. 15,
pp. 407–412, 1978.

[13] T. W. Sederberg and S. R. Parry, “Free-form de-
formation of solid geometric models,” SIGGRAPH
Comput. Graph., vol. 20, pp. 151–160, Aug. 1986.

[14] J. O. Coplien, “Curiously recurring template pat-
terns,” C++ Rep., vol. 7, pp. 24–27, Feb. 1995.

[15] R. J. Hogan, “Fast reverse-mode automatic differen-
tiation using expression templates in C++,” ACM
Transactions on Mathematical Software, vol. 40,
pp. 26:1–26:24, jun 2014.

[16] M. B. Giles and N. A. Pierce, “An introduction to
the adjoint approach to design,” Flow, Turbulence
and Combustion, vol. 65, pp. 393–415, 2000.

[17] V. M. Korivi and A. C. Taylor, “An incremental
strategy for calculating consistent discrete cfd sen-
sitivity derivatives,” 1992.

[18] E. J. Nielsen and M. A. Park, “Using an adjoint
approach to eliminate mesh sensitivities in com-
putational design,” in Proceedings of 43rd AIAA
Aerospace Sciences Meeting and Exhibit, Reno,
Nevada, 2005. AIAA Paper 2005-0491.

[19] M. Giles, “Collected matrix derivative results for
forward and reverse mode algorithmic differenti-
ation,” in Advances in Automatic Differentiation,
vol. 64, pp. 35–44, Springer Berlin Heidelberg, 2008.

[20] D. Kraft, A software package for sequential
quadratic programming. Deutsche Forschungs- und
Versuchsanstalt für Luft- und Raumfahrt Köln:
Forschungsbericht, Wiss. Berichtswesen d. DFVLR,
1988.

16 ERCOFTAC Bulletin 102



Shape Optimization of U-bends for Internal Cooling
Channels: an Overview

T. Verstraete

Von Karman Institute
tom.verstraete@vki.ac.be

Abstract
U-bends are found in various ducted applications in
which the flow direction needs to be turned 180 degrees.
The present work looks into the application of these U-
bends for internal cooling channels inside turbine blades,
where two major aspects need to be carefully addressed:
pressure loss needs to be reduced while heat transfer
needs to be enhanced.

An overview of different shape optimization studies is
given with the aim to improve the performance of the
standard U-bend consisting of two circular arcs. Differ-
ent optimization methodologies were used in this study
ranging from single-objective Evolutionary Algorithms
(EA), with or without acceleration by surrogate model,
to multi-objective EAs, to finally gradient based adjoint
optimization. The difference in computational cost is
compared for the different applications combined with
their advantages and disadvantages, and finally one op-
timal configuration is experimentally verified and com-
pared to the numerical predicted improvement.

1 Introduction
Turbine blades are since long equipped with internal
cooling channels as an effective way to increase cycle
efficiency of gas turbines by augmenting the firing tem-
perature. These cooling channels are in a vast majority
of cases implemented through a serpentine scheme, in
which one single ducted flow passes multiple times the
blade span. Near the extremities of the blade span the
flow inside the duct is turned 180 degrees through U-
bends. The coolant air is bled from the high pressure
compressor which bypasses the combustor and enters the
turbine blade through its root.

Since the coolant air needs to be pressurized while it
does not participate in the work extraction in the tur-
bine, it represents a loss in global cycle efficiency. As a
result, the internal cooling channels need to simultane-
ously allow for a high heat transfer at the lowest possi-
ble pressure loss. The U-bends present in the serpentine
cooling channels are responsible for up to 25% of the
total pressure loss in the channel and merit a profound
attention, as witnessed by numerous experimental stud-
ies [1, 2, 3, 4].

This paper presents an overview of several numerical
optimization studies performed, including:

• Single-objective optimization with EA (2D)

• Single-objective optimization with EA accelerated
by a surrogate model (3D)

• Multi-objective optimization by EA accelerated by
a surrogate model (3D)

• adjoint based optimization (2D)

2 U-bend test Case
2.1 Geometry
The U-bend under investigation is typical of internal
cooling channels. The baseline geometry is show in 1.
It consists of a circular U-bend with radius ratio of 0.76,
a hydraulic diameter of 0.075 meter and an aspect ratio
of 1. The Reynolds number is 40.000 and the Mach num-
ber of 0.05 allows using an incompressible assumption.
The shape of the inner and outer curve is allowed to be
changed but needs to remain inside the bounding box
shown in the figure, which restricts the height and width
of possible changes to account for structural limits. The
distance between both cooling channels is not subject to
optimization, as well as the hydraulic diameter.

Figure 1: Baseline geometry, definition of the area in
which the shape is allowed to change

2.2 Parameterisation
The U-bend has been parameterised by Bézier curves for
which the movements of the control points are the design
variables. For the adjoint based optimization, both the
inner and outer curve of the U-bend have been repre-
sented by two separate continuous curves containing 20
control points. This results in a total of 80 design vari-
ables (x and y coordinate of each of the 2 curves), which
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is unfeasible for the EA based optimization. Therefore,
the EA based optimization uses a segmented approach,
for which a total of 4 Bézier curves represent the inner or
outer curve. Each Bézier curve only comprises of 4 con-
trol points, while relations between the control points
are imposed to assure a sufficient degree of continuity
between the curves. 2 shows the parameterisation of the
outer curve.

Figure 2: Parameterization of the outer curve

2.3 Performance Evaluation
The simpleFoam solver from OpenFoam [5] is used
to evaluate the incompressible Navier-Stokes equations.
The Launder-Sharma low-Reynolds k-ε turbulence model
is used. The k-ε model “is arguably the simplest com-
plete turbulence model” (Pope [6]), is implemented in
most commercial software and is one of the most broadly
employed at industrial level. Its performance is rea-
sonably satisfactory in shear flows with small effects of
streamwise pressure gradients and streamline curvatures,
but far from these assumptions, it can fail badly. How-
ever it has been selected for the present application due
to its large diffusion: given that the proposed method-
ology is apt for industrial problems, it was the intention
to demonstrate its potential in conditions that are rep-
resentative of real-life design practice.

At the inlet a fully developed velocity profile is im-
posed, together with values of k and ε for the turbulence
model. Both are computed based on a turbulence inten-
sity of 5% measured in the lab. At the outlet the static
pressure is imposed.

The U-bend optimization is driven by the minimiza-
tion of the pressure drop introduced by the U-bend and
in case of the multi-objective optimization the maximiza-
tion of the heat transfer is additionally considered. Both
objective functions are defined as:

Min Obj1 = P inlet
total − P outlet

total
1
2ρ · v2

ref

(1)

Max Obj2 = Q

Qref
(2)

where Q is the total heat transferred to the fluid and
Ptotal is the total pressure which is computed as the mass
flow averaged quantity at the inlet respectively outlet of

the domain, positioned 8 hydraulic diameters away from
the U-bend.

3 Optimization Strategies
Two distinct optimization strategies have been used to
the applied test case and allow comparison between the
different techniques. On the one hand, Evolutionary Al-
gorithms (EA’s) are used as a non-deterministic opti-
mization method. These methods benefit a wide commu-
nity of users and are relatively easy to understand and
implement, factors which have contributed to the large
diffusion of the method. On the other hand, a determin-
istic gradient based optimization has been used, in which
the gradient is computed efficiently through the adjoint
method.

3.1 Evolutionary Algorithms
Evolutionary Algorithms (EA) have been developed in
the late sixties by J. Holland [7] and I. Rechenberg [8].
They are inspired from Darwinian evolution, whereby
populations of individuals evolve over a search space and
adapt to the environment by the use of different mech-
anisms such as mutation, crossover and selection. Indi-
viduals with a higher fitness have more chance to survive
and/or get reproduced.

This natural process is translated to engineering prob-
lems in several steps. First, the shape is parameterised
(as discussed in section 2.2) which defines an analogy to
the DNA of an individual. This ensures that a unique
combination of design parameters will represent a unique
shape. Next, the operations that enable EA’s to gener-
ate offspring such as mutation and crossover need to be
translated. There exists a wide variety of techniques for
this, which give rise to various classes of EA methods.
Genetic Algorithms (GAs) for instance usually allow two
individuals from a parent generation to reproduce two
children through a crossover process on the design vari-
ables with analogy from nature. In Differential Evolution
(DE) on the contrary, as many as four individuals are
required to produce one child per parent, here analogy
with nature is lost. In a final step, a selection proce-
dure needs to be introduced, imposing a pressure on the
population in which fitter designs have more chance to
be selected for reproduction, while non-fit designs have
larger probability to become extinct and disappear in the
next generation. Potentially, additional mechanisms can
be introduced to increase convergence through keeping
a healthy diversity among the individuals of the popu-
lation and by making sure that good individuals do not
get lost accidentally by bad luck. Eventually, these algo-
rithms can be easily modified to deal with multi-objective
optimization problems, which identify the Pareto front.

EA methods are capable to work with noisy objective
functions and can find global optima of multimodal prob-
lems. They however require a large number of function
evaluations, which leads to unacceptable large compu-
tational costs in case the objective function depends on
CFD evaluations. Especially for large design spaces the
computational cost can be prohibitive, restricting the use
of these methods to only a small design space. Typically,
up to 20 or slightly more design variables can be consid-
ered, depending on the level of interaction between the
different parameters.

To reduce the computational cost, very often a surro-
gate model is introduced, which is a sort of interpolation
tool using the already analyzed individuals by CFD. The
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surrogate model performs the same task as the high fi-
delity CFD analysis, but at a very low computational
cost. However, it is less accurate, especially for an eval-
uation far away from the already analyzed points in the
design space.
The implementation of the surrogate into the opti-

mization system depends on how the system deals with
the inaccuracy of the model. The technique used in the
present work uses the surrogate model as an evaluation
tool during the entire evolutionary process. After several
generations the evolution is stopped and the best indi-
vidual is analyzed by the expensive analysis tool. This
technique is referred to as the “offline trained surrogate
model”. The difference between the predicted value of
the surrogate model and the high fidelity tool is a direct
measure for the accuracy of the surrogate model. Usu-
ally at the start this difference is rather large. The newly
evaluated individual is added to the database used for
the interpolation and the surrogate model will be more
accurate in the region where previously the EA was pre-
dicting a minimum. This feedback is the most essential
part of the algorithm as it makes the system self-learning.
It mimics the human designer which learns from his mis-
takes on previous designs.

3.2 Gradient Based Optimization
Optimization methods that use gradient information are
iterative methods that continuously alter the shape with
small perturbations. The basic idea behind these meth-
ods is that through the knowledge of the gradient the di-
rection can be found in which the design variables need
to be changed in order to obtain an improved design.
Small modifications to the design variables are required,
as the gradient will only provide a linear approximation
to the real objective function and remains only valid in
the neighborhood of the current design. The simplest
gradient based optimization method is the steepest de-
scent, which modifies the design variables in the direction
of the steepest descent, given by the opposite direction
of the gradient. Although it has the lowest convergence
rate of all gradient based methods, it is still an attractive
method and will also be used in this work
The most complex part of this type of method is how-

ever to compute the gradient information, especially for
problems which require the solution of partial differen-
tial equations to compute the objective. This can be
achieved through a forward method, such as for instance
finite differences, complex variable perturbation or algo-
rithmic differentiation. In brief, these methods perturb
one by one each design variable and compute the dif-
ference with the unperturbed design. The main draw-
back is that the computational cost is proportional to
the number of design variables, requiring n additional
CFD computations for n design variables.
The computational cost can however be dramatically

reduced by reverse or adjoint methods, which require a
cost proportional to only one CFD computation to ob-
tain the gradient information, irrespective the number
of design variables. In the case of continuous adjoint
methods, a new set of linear partial differential equa-
tions needs to be solved after convergence of the CFD
analysis, as for instance derived in [9]. Then the gradi-
ent can be computed with small effort. It is evident that
such methods are preferred, as they allow for an efficient
computation of the gradient even for extremely large de-
sign spaces (literally every grid point on the boundary of
the shape can become a design variable). They however
require a large development and implementation cost,

which has been one of the major reasons for their reduced
usage compared to EA or other gradient free methods.
Additional disadvantages of gradient based methods is
the local search, which allows only to find the nearby
local optimum in case of multimodal problems.

4 Results
4.1 Single-objective EA
A single objective Differential Evolution (DE) algorithm
is applied to the U-Bend optimization. Since DE requires
a large number of evaluations when not supported by a
surrogate model, the problem is viewed in 2D to reduce
the cost per CFD computation. In 3 the convergence
history of the optimization can be seen. A total of 100
populations of 40 individuals each need to be performed
in order to obtain convergence. This means a total of
4000 CFD computations. A reduction 35% in total pres-
sure loss could be achieved.
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Figure 3: Convergence of the EA without surrogate
model

4.2 Single-objective EA Assisted by
Surrogate Model

A reduction in the computational cost can be obtained by
using a surrogate model. In 4 the convergence history of
a surrogate model assisted DE optimization is shown. It
compares the surrogate model prediction (here a Kriging
surrogate model was used) with the CFD evaluation for
each iteration. An iteration within this method consists
first of a training the surrogate model on the existing
data, followed by a DE optimization using the surrogate
model instead of the CFD evaluation, and a validation
of the obtained best design by CFD. As can be seen,
during the first iteration the surrogate model does not
represent reality well, such that the DE optimization re-
sults in a design for which the surrogate model predicts
a very large reduction in pressure drop. This is however
not confirmed by the CFD validation, which shows that
in fact a much larger pressure drop is obtained. This
failure is added to the database after which a new itera-
tion starts, consisting of retraining the surrogate model,
optimizing the shape using the updated model and again
verifying the result by CFD. As can be clearly seen, the
surrogate model still overpredicts the reduction in pres-
sure loss, but this time the prediction is already much
closer to reality. Through adding the previous design to
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the database, the system has learned valuable informa-
tion preventing the optimization algorithm to search fur-
ther in this wrong direction. The newly found design is
added again to the database after which a new iteration
starts. Gradually the difference between the surrogate
model and CFD prediction is reduced until the accuracy
of the surrogate predictions are confirmed by CFD. Sim-
ilar to the previous study a 36% reduction in pressure
drop could be achieved, although in the present case a
3D CFD computation was used.

Iteration

O
b
j 1

10 20 30 40
0.8

0.9

1

1.1

Open Foam

Surrogate model

Figure 4: Convergence history of surrogate model as-
sisted EA

Prior to the optimization a total of 65 designs were an-
alyzed by CFD to have an initial training set for the sur-
rogate model. With an additional 40 calculations needed
to find the optimum, only about 100 CFD computations
are needed, which is an order less than for the DE with-
out surrogate model assistance.
In 5 the optimal shape is shown. Careful analysis

demonstrated that the reduction in pressure drop was
achieved through a suppression of the separation on the
inward surface of the bend. This was achieved by re-
ducing the curvature near the wall, hence decreasing the
velocity gradient normal to the wall and reducing the ad-
verse pressure gradient in the second have of the inward
surface.

Figure 5: Optimal shape of the U-bend for minimal pres-
sure loss

4.3 Multi-objective EA Assisted by
Surrogate Model

So far only the pressure objective (1) has been mini-
mized. The U-bend in the present work however serves
to cool down a turbine blade, and as explained in the
introduction an increased heat transfer is an additional
aim. Especially the tip of the blade is a critical area
which may benefit from a better cooling. Therefore the
objective expressed by 2 is introduced. Both objectives
are conflicting and need a multi-objective optimization
to obtain the optimal solution.

In 6 the result of the optimization is summarized. It
shows the total pressure drop versus the heat extracted
for all 220 analyzed geometries. The baseline geometry
consisting of the circular U-bend is indicated by a square,
while the 65 samples generated for the initial database
are represented by black dots. It is already apparent
that these initial geometries perform better with respect
to the total pressure drop objective, and most samples
also perform better in the heat objective compared to
the baseline.

Figure 6: Results of the optimization plotted in the ob-
jective space

The samples generated during a total of 32 iterations
of the optimization phase are represented by diamonds.
All of them are generated in the region of interest, i.e.
with high heat transfer and low pressure drop. A clear
Pareto front is formed, for which one cannot improve one
objective without worsening the other. This clearly indi-
cates that pressure loss and heat transfer are conflicting
requirements, i.e. a physical mechanism is responsible to
increase one and at the same time decrease the other.

Three candidate solutions are identified as “Min”
which has the lowest total pressure drop, “MaxQ” which
has the highest heat transfer, and “Intermediate”, which
is in between both extremes. The performance of all
three Pareto optimal geometries is summarized in 1. Fi-
nally, the optimal solution found during the single objec-
tive optimization, as presented in the previous section, is
plotted as a gradient symbol. Although this optimization
was not targeting any heat transfer objective, it improved
the heat transfer compared to the baseline, as was also
found during experimental validation.

In 7 the shapes corresponding to the three identified
candidates are shown. The geometry with lowest pres-
sure drop (“MinP”) resembles very closely the shape of
the single-objective optimum (see 5). The increase in
heat transfer by going to “MaxQ” is obtained by increas-
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Table 1: Objectives of the trade-off configurations
Obj1 Obj2

Baseline 1.22 1.00
MinP 0.84 1.08

Intermediate 0.93 1.13
MaxQ 1.07 1.17

ing the curvature in the external wall in the first 90 de-
grees and by increasing the internal wall width. Both ac-
tions increase the pressure loss and transform the smooth
configuration into one that resembles closer and closer a
sharp u-bend configuration. Similar to what was found
by Liou and Chen [10], a thicker divider wall is beneficial
for the losses. Geometries with low pressure loss tend to
have a smooth curvature change, and successfully sup-
press separation by increasing the radius of the turn and
by carefully decelerating first and then accelerating the
mean flow. As a consequence, less secondary flow mo-
tion is present and reduces the heat transfer potential.
Geometries with high heat transfer on the other hand
contain rapid changes of curvature and resemble close
to sharp u-bends. Heat transfer is enhanced due to the
impingement of the flow near the external wall, however
increasing the losses.
The computational cost of the multi-objective opti-

mization is with its 220 CFD evaluations slightly larger
than the single-objective optimization of section 4.2. It
however needs to be noted that for each of the 32 iter-
ations 5 individuals need to be analyzed which is per-
formed in parallel. This allows for a faster completion
than the single-objective optimization, for which only 1
design is evaluated per iteration.
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Figure 7: Comparison of the trade-off shapes

4.4 Gradient Based Optimization
The same 2D single-objective optimization as performed
in section 4.1 has been repeated with a gradient based
optimization method, although with a different parame-
terisation as explained in section 2.2. The gradient has
been computed using the continuous adjoint approach
implemented in OpenFoam. In 8 the optimal shape is
shown compared to the initial shape.
A comparison of the optimal shape from EA based op-

timization algorithms to the best performing design ob-
tained by the steepest-descent method reveals that both
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Figure 8: Comparison of baseline and adjoint optimiza-
tion shape

U-bends exhibit similar geometrical features leading to
a strong reduction of the total pressure drop. Both con-
figurations feature an increased duct section in the first
part of the bend resulting in a limited acceleration of
the flow around the bend tip. In combination with in-
creased radii of curvature along the internal and external
walls, the reduced flow velocity leads to reduced centrifu-
gal forces reducing the tendency of the flow to separate.
In addition, the convex inner wall along the second leg
of the bend is deformed such that it fills the space which
is occupied by the separated flow in the original geome-
try. While present in the gradient-free optimized shape,
this feature is even more pronounced by the gradient-
based method. Considering the different geometry pa-
rameterisation resulting from the necessity to limit the
number of design parameters for gradient-free optimiza-
tion, the similarity of the optimal U-bend shapes ob-
tained by differential evolution and steepest descent rep-
resents an unprecedented finding. This remarkable re-
sult demonstrates that the underlying objective function
in the present case does not pose a multimodal problem
as often assumed for engineering optimization problems.
Consequently, both gradient-free and gradient-based op-
timization methods detect the global optimum demon-
strating that the concern of getting trapped in a local
minimum is of no relevance for the application of the
latter. Therefore, by using a computationally efficient
gradient-based optimization procedure a globally opti-
mal U-bend shape is provided after only 30 design iter-
ations where succeeding flow field computations benefit
from previously converged solutions. The computational
cost is thus almost an order of magnitude less than the
EA, and this for a 4 times larger design space.

4.5 Experimental Validation
The baseline geometry consisting of 2 circular arcs and
the shape shown in 5 has been investigated experimen-
tally. In terms of global performance, 2 summarizes the
experimental obtained improvement and compares them
to the numerical predictions. The agreement between ex-
periments and calculations is good, and the improvement
in aerodynamic performance (both measured as well as
predicted) is very significant.

Detailed PIV measurements have however also been
performed and reveal a small recirculation bubble, not
present in the numerical result. 9 shows the obtained
velocity field, which can be compared to 5. It clearly
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Table 2: Aerodynamic performance of the investigated
U-bend configurations.

∆P baseline [−] ∆P optimized [−] gain [%]
Exp. 1.03 ± 0.03 0.65 ± 0.02 36.2 ± 3
CFD 1.01 0.63 37.6

demonstrates the limitations of the k-ε turbulence model
in predicting flow separation in regions of adverse pres-
sure gradients. Despite the differences in the flow details,
however, the model allowed to predict well the global
trends and combined with an optimization algorithm
provides an extremely efficient methodology to improve
the shape of the U-bend.

Figure 9: Mean velocity from PIV in the optimized ge-
ometry at mid height

5 Conclusions
An overview was given of different studies attempting to
improve the performance of a U-bend for internal cooling
channels. It was shown that all methods lead to shapes
with similar features, in which the curvature of the in-
ner wall has been reduced to limit the velocity gradient
across the passage. When heat transfer is introduced
next to the pressure losses as a second objective, several
trade-off solutions can be found. The physical process
behind the conflict between both objectives is due to
the secondary flow motion. To increase heat transfer,
a stronger secondary flow motion is desired, which can
be introduced by a smaller curvature, however increas-
ing the mixing losses and hence increasing the pressure
losses.
Comparison between the different optimization meth-

ods demonstrates that the use of surrogate models can
drastically reduce the required number of CFD evalu-
ations from 4000 to 100 only. Comparing further the
surrogate model assisted EA with the gradient based op-
timization, it was found that similar shapes were ob-
tained despite the fact that the gradient based method
departed from a separated initial design. It is often be-
lieved that engineering problems facing separation rep-
resent a multimodal character, for which gradient based
optimization algorithms can get trapped in local optima.

In the present study however, results indicate that no
such problems were present and seem to further feed the
discussion as to which many engineering problems are
unimodal of nature although easily thought multimodal

Finally, an experimental validation has proven the ef-
fectiveness of the optimization approach. In terms of
global performance, the numerical predicted reduction in
pressure losses was confirmed within measurement accu-
racy. Detailed PIV measurements however reveal a small
separation which was not captured by CFD. It demon-
strates that still further improvement should be possible,
however beyond the capability of RANS approaches with
their restriction on turbulence modeling.
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Abstract
This paper illustrates a proof of concept of a multi-level
optimization, involving parameters related to both ge-
ometry and mission control. The goal is indeed to find
an optimal boomerang in terms of energy requested to
throw the object, optimizing at the same time the shape
of the boomerang (high level) and the throw parameters
(low level). The optimization problem is accomplished
by the modeFRONTIER® platform; the throw param-
eters optimization takes into account also how the pa-
rameters uncertainty affects the boomerang performance
(return capability).

1 Introduction
Product design is always a multidisciplinary task and, al-
though optimization can be applied both at system and
component level, the impact and success of the proce-
dure is higher if the objectives are posed at the highest
possible level. For this reason we have chosen in this
paper to illustrate how the design optimization software
modeFRONTIER® can be employed in a sports related
optimization problem, where both shape and mission pa-
rameters have to be considered, including as well the ef-
fect of uncertain parameters. The application consists
in the optimization of the shape of a boomerang and
of its throwing parameters (mission optimization). A
boomerang, shown in 1, is a flying object apparently sim-
ple but particularly challenging for the complex physics
modeling, since it involves:

• six degrees of freedom body dynamics;

• aerodynamics of rotating blades;

• personal capabilities of the thrower.

Figure 1: Example of a typical boomerang

The boomerang trajectory is obtained by a dynamic
model integrated to CFD analyses to compute aerody-
namic coefficients. To steer the complete optimization
process modeFRONTIER® is coupled to CATIAv5® for
the boomerang shape modification, to MATLAB® for

dynamic simulation, and to STAR-CCM+® for aerody-
namic analyses. Moreover, dedicated RSM (Response
Surfaces Methods) available in modeFRONTIER® are
used to extrapolate the aerodynamic coefficients as a
function of the boomerang angle of incidence and ve-
locity, as required by the dynamic model, allowing a re-
duced number of CFD analyses for each geometric con-
figuration. Different design simulations are therefore ex-
ecuted automatically by modeFRONTIER® following a
dedicated optimization strategy, until the optimal ge-
ometry of the boomerang is found accordingly to the
specified requirements, such as minimum energy for the
throw, and desired accuracy in returning [1]. In addi-
tion, a further optimization approach is proposed, which
takes into account the uncertainties of the throw pa-
rameters. The methodology, which takes the name of
Reliability-based Design Optimization, aims to find the
optimal set of throw parameters under all the possible
operating uncertainties, and is totally implemented in
modeFRONTIER®, taking the benefits of an innovative
procedure based on the performances distribution esti-
mation by Polynomial Chaos expansion.

2 Equations of the Boomerang
Motion

Considering that a boomerang spins fast, it is possible to
write the so called smoothed boomerang equations [2–6],
1, in which the different quantities (velocities, angles,
forces) are time-averaged over a boomerang rotation:

ω̇z = Tz

Iz

V̇ = 1
m

(−Fx cos Ψ − Fz sin Ψ)

Ψ̇ = 1
mV

(Fx sin Ψ − Fz cos Ψ) + Tx

Izωz

ϑ̇ = 1
Izωz

(−Ty cosψ − Tx sinψ)

φ̇ = 1
Izωz

1
sinϑ (−Ty sinψ + Tx cosψ)

ψ̇ = − Fy

mV cos Ψ

(
− tan Ψ Ty

Izωz
− cosϑφ̇

)

(1)

where: Iz the maximum boomerang principal moment
of inertia; V is the velocity magnitude of the boomerang
center of mass; m is the boomerang mass; Ψ is the an-
gle of incidence of the boomerang; ϑ, φ, ψ are the Eu-
ler angles of a xyz reference system partially fixed on
the boomerang (such that the boomerang center of mass
is always placed in the xyz origin, the z axis is always
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directed as the maximum boomerang moment of iner-
tia axis, and the projection of the boomerang center of
mass velocity on the xy planes is directed as the x axis);
ωz the boomerang angular velocity around the z axis;
Tx, Ty, Tz, Fx, Fy, Fz are torque and force components,
respectively, in the xyz reference system, basically due
to the interaction between the boomerang and the air,
and to the gravity force. The gravity force can be ex-
pressed in the xyz reference system as:

~Fg = −mg (sinϑ sinψ, sinϑ cosψ, cosϑ)
The absolute velocity (and hence the position) of the

boomerang center of mass can be found as function of
the previous parameters by:

Ẋ = V (− cos Ψ (cosψ cosφ− sinψ sinφ cosϑ)
− sin Ψ sinφ sinϑ)

Ẏ = V (− cos Ψ (cosψ sinφ+ sinψ cosφ cosϑ)
+ sin Ψ cosφn sinϑ)

Ż = V (− cos Ψ sinψ sinϑ− sin Ψ cosϑ)

(2)

The equations of motion can be integrated numerically
using a high order Runge-Kutta method, once the initial
conditions are provided and the forces and torques are
available at any time step. A candidate boomerang tra-
jectory can therefore be simulated through the flowing
steps:
1. for a certain number of Ψ and U pairs (where U =
V/(ωza), with a distance between the boomerang
center of mass and the farthest boomerang point
from the center of mass) the corresponding non-
dimensional values of ~F and ~T are computed by
CFD simulations: a dimensional analysis can prove
indeed that ~F and ~T depend only on Ψ and U for a
given boomerang geometry and for a Reynolds num-
ber range typical of boomerang flights;

2. response surfaces for ~F (Ψ, U) and ~T (Ψ, U) are built;
3. the equations of motion are integrated starting from

the given initial conditions and using the response
surfaces computed previously to express forces and
torques at any position and time step.

The trajectory of the boomerang is affected of course
by the initial conditions, namely by the way the
boomerang is thrown. Four launching parameters are
considered (they will be automatically tuned for each
candidate boomerang by the optimization methodology
described in section 5):

• V: initial boomerang translational velocity;
• Spin: initial boomerang spin;
• Aim: angle between the initial boomerang transla-

tional velocity and the horizontal plane;
• Tilt: angle between the initial boomerang rota-

tional plane and the vertical axis (0°tilt corresponds
to a vertical boomerang plane of rotation).

3 Boomerang Parameterization
The boomerang geometry chosen for the optimization
will be the classical two arms “V” and “Ω” shape type
[4]. The most important parameters that affect the
boomerang behavior are linked to the blades profile, to
the angle between the two arms and to the dihedral of
the arms. A total number of 9 input parameters has been
defined.

3.1 Blade Profiles
Changing the profile by playing with the angle of attack
and cut on the top of the leading and trailing edge can
change a lot the lift provided by the arm. The lift in
particular affects the turn capability of the boomerang
(precession effect).
The arc blades are in general designed with a positive
angle of attack; this helps the boomerang plane to lay
down and to float in air.
For the parametric boomerang geometry a flat bottom
airfoil has been chosen. The blades profile are built by a
Bezier parametric curve [7], with 4 control points. The
profile shape is modified by changing vertical and hori-
zontal position of the Bezier control points. In this way
it is possible to change the angle of attach and the thick-
ness of the blades (see Fig 2). In order to reduce the
number of parameters, the profiles of the leading and of
the trailing arm are controlled by the same parameters.
In particular the vertical position of the trailing arm is
set as a fraction of the vertical position of the leading
arm.

Figure 2: Effect on blade profile of Bezier control points

3.2 Dihedral Angle
Boomerangs arms usually have a positive dihedral angle
that is about 10°-15°; the dihedral angle affects both the
lift and the lay down velocity of the rotation plane, keep-
ing practically unchanged the mass of the boomerang.
The boomerang parametric model is provided with the
two parameters α and d that allow to change the dihe-
dral angle by removing a small amount of material at
the boomerang arms tips, as illustrated in Fig. 3 (Fig.2).
The α parameter is basically the stabilizer’s angle of at-
tack.

3.3 Angle Between Arms
This angle usually ranges between 70°and 140°. In fact
this parameter has a great effect on the boomerang sta-
bility.
The length of the arms is fixed to keep a constant overall
size of the boomerang.

4 Aerodynamic Forces
Computation by CFD

The approach we considered consists in using two refer-
ence systems: one external and inertial, the other fixed
with respect to the boomerang and having its origin
placed in the boomerang center of mass. Also two do-
mains and two grids are used: the first spherical having
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Figure 3: Leading and trailing edges; dihedral angle.

its origin placed in the boomerang center of mass and
associated to the boomerang reference system, and the
second corresponding to an external parallelepiped shape
associated to the external reference system.
The internal spherical domain is provided with a rota-
tional velocity around an axis normal to the boomerang
plane and passing through the boomerang center of mass.
The information between the two domains is exchanged
by an interface boundary that allows to interpolate the
field values.
In Star-CCM+® a polyhedral mesh is defined within the
sphere around the boomerang, with prisms layers at the
boomerang walls, and an hexahedral mesh is defined in
the rest of the domain (Fig.3). A mesh size of about
2.5 × 106 cells has been defined, this being a good trade-
off between accuracy and computational efforts.

Figure 4: Particular of a mesh section

The two-equations RANS SST (Shear Stress Trans-
port) turbulence model, with wall functions, is chosen
and a segregated pressure based solver with constant
density is employed. 5 depicts the pressure field on a
boomerang surface at consecutive instants during a ro-
tation. It is possible to see how the pressure force on each

arm changes significantly during the rotation according
to the relative position of the blades with respect to the
translational velocity.

Figure 5: CFD results on different revolution frames

At the end of the numerical simulation (for a given
Ψ, U pair) the averaged forces and torques acting during
the rotation are computed and then the corresponding
~F and ~T are available.

5 Process Flow Automation in
modeFRONTIER®

The whole process needed to evaluate and optimize the
performances of the boomerang has been completely au-
tomatized through the software modeFRONTIER® [8].
In this modular environment, the complete process flow
is defined by the user, that can select among several
available optimization algorithms, including Genetic and
Evolutionary Algorithms, Game Strategies, Gradient-
based Methodologies, Meta-Models and Robust Design
Optimization. The optimized boomerang is found auto-
matically through the following steps:

1. modify the boomerang CAD model parameters;

2. obtain the updated geometry (.stl file) from the
CAD and transfer it to the mesh generator;

3. launch the mesh generator to build the computa-
tional grid;

4. launch different CFD simulations using the same
mesh prepared as above varying U and Ψ parame-
ters for an appropriate number of samples; for each
U and Ψ pair the corresponding forces and torques
~F and ~T are obtained ;

5. use the set of simulations computed in step 4. as
training set for response surfaces to obtain ~F (Ψ, U)
and ~T (Ψ, U) over the whole range of variation of
Ψ, U ;

6. pass the response surfaces and the boomerang iner-
tia data (from the CAD) to a script designated to
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integrate numerically, using the MATLAB® ode45
solver, the differential equations described in sec-
tion 2, obtaining finally the boomerang trajectory;

7. run an internal optimization for the given config-
uration to tune the four launching parameters (by
minimizing the distance between throwing and ar-
rival position);

8. the main multi-objective algorithm assesses how
good the trajectory is with respect to specified ob-
jectives (total energy needed for the throwing to be
minimized);

9. the steps (1.-8.) are repeated automatically by the
algorithm until one, or more, optimal configurations
are obtained.

The modeFRONTIER® workflow is shown in 6. In
particular, on the top we find the nodes (green subsys-
tem) that define the range of variations of all the geo-
metrical parameters, then the process flow (black line)
starts with the interfaces to select the optimization algo-
rithms and set their options, to continue with the CAD
direct interface that allows to automatically update the
geometric model at the variation of the parameters, ob-
taining as results the updated .stl model, which is trans-
ferred to the following script node used to run the mesh
generator to create the mesh for the proposed geometry.

Figure 6: modeFRONTIER main workflow

The mesh (.sim file) is then transferred to the follow-
ing application node, which basically launches in batch
mode another modeFRONTIER® project file, which runs
a set of CFD computations on the same mesh varying
U and Ψ parameters, as described at point 4. above.
The output from the internal modeFRONTIER® project
is a Response Surface (RSM) or Meta-model, based on
the available training set, which is able to extrapolate
~F (Ψ, U) and ~T (Ψ, U) over the whole range of variation
of the two parameters, as illustrated, for the x and z

components of ~F , in 7. The algorithm used for the RSM

training is Kriging [9], and the model is automatically ex-
ported as a C script, which can be read by MATLAB®.

Figure 7: Response surfaces of x and z components of
the boomerang aerodynamic force ~F (Ψ, U)

The last application node in the process flow is there-
fore another modeFRONTIER® project node, called
launch_parameters_tuning. This node actually runs an-
other optimization project in batch mode, for which the
input variables are the four throw parameters described
in section 2, the boomerang shape is fixed and the ob-
jective is defined by the minimization of the distance
from the arrival position and the launching position. For
this purpose, a fast mono-objective algorithm is used
(Simplex), and the project just executes, for each set
of launching parameters, a MATLAB® script through
the corresponding direct interface, that basically drives
a Runge-Kutta integration to compute the boomerang
trajectory (retrieving the needed ~F (Ψ, U) and ~T (Ψ, U)
values for each integration time step directly from the
Response surface available for each boomerang geome-
try). The final outcome of the modeFRONTIER® Batch
node in the main process flow for each boomerang geom-
etry is therefore its tuned trajectory, whose performances
are to be optimized in the external loop. For this pur-
pose, from this node the following outputs are extracted:

• Range: this is the maximum distance reached by
the boomerang during its flight; it has just been
considered as a constraint in the optimization, to
penalize configurations having too small range;

• Accuracy: this is the difference between the posi-
tion from which the boomerang is launched and the
position where the boomerang returns (optimized
by the internal loop as described above for each
boomerang candidate solution);
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• Energy: this is the energy - translational plus ro-
tational - necessary to throw the boomerang, that
is a quantity to be minimized (to reduce the effort
for the thrower).

6 Optimization Strategy and
Optimization Results

Several tests were performed to find the proper number
of simulations requested to create enough accurate re-
sponse surfaces. It has been found that a matrix of 12
points guarantees an error of approximation less of 5%,
and this was the size of the training set finally selected.
This means that each boomerang trajectory computation
needs 12 CFD simulations. For this reason a classical
multi-objective optimization algorithm that may require
hundreds of designs evaluations is not practically feasi-
ble, therefore a different strategy, based on Game Theory
(Hierarchical Games), has been chosen [10].
As indicated in the previous chapter, two different ob-
jectives - returning accuracy and throw global energy -
have to be considered, but actually any candidate so-
lution is first optimized by the internal workflow in or-
der to tune the launching parameters (follower player),
then the found optimal solution is evaluated by the ex-
ternal optimization workflow that handles the energy ob-
jective minimization by changing in the proper way the
geometrical parameters (leader player) [11]. Note that
for both the internal and external optimizer the same
modeFRONTIER® algorithm, Simplex, has been used
due to its efficiency to solve single-objective problems in
few iterations.
Fig. 8 reports the global results of the optimization pro-
cess, in the space of the objectives and constraints con-
sidered.

Figure 8: Optimization results

In particular, for each design, the abscissa reports the
throwing energy (Joule), the ordinate indicates the range
(meters), and the color of the bubbles reports the return-
ing accuracy for each design (distance in meters).
At the end of the process, one of the optimal boomerang
configurations has been chosen, and its geometry and
trajectory are also depicted in Fig. 9. The energy re-
quired to throw the boomerang is 3.5 J, the ratio of ro-
tational to total energy is only 7% which corresponds to
an initial spin of about 4 Hz and an initial translational
velocity equal to 15 m/s. The tilt angle is 0°, while the
aim is about 20°. This set should make the boomerang
throwing pretty easy, with a range of 14.5 m.
The optimized boomerang, which was realized using

epoxy resin and carbon fibers on a 3D printed mould, is
depicted in 10. It proved to be extremely effective and

Figure 9: Optimal boomerang configuration and trajec-
tory

accurate, and yet simple to throw even by the authors of
this study, as shown in fig. 11, which have no particular
experience or expertise in this matter.

Figure 10: The boomerang prototype obtained using
epoxy resin and carbon fibers on a 3D printed mould

Figure 11: One of the authors enjoys throwing the opti-
mized boomerang

7 Reliability-based Design
Optimization

Reliability-based Design Optimization (RBDO) is
achieving more and more consensus in the industrial de-
sign community. In fact, most of the industrial processes
are permeated by uncertainties: the manufactured prod-
uct is generally different, from a geometric point of view,
from the product design because of the dimensional tol-
erances and, more frequently, because the working point
is not fixed, but is characterized by some fluctuations in
the operating conditions.
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Input Range Uncertainty
variables (std. dev.)
Velocity (V) [m/s] [5-30] 2
Spin (ωz) [Hz] [0-10] 1
Aim angle (ψ0) [°] [0-30] 2
Tilt angle (90°-ϑ0) [°] [0-50] 2
Objectives Goal
Returning
distance RD [m] Minimize 99-ile RD
Range [m] Maximize avg. value

Table 1: Input variables and objectives considered for
the reliability-based optimization. The subscript “0” in-
dicates the initial condition

This uncertainty is commonly transferred to the perfor-
mance of the system, which cannot be determined with
an exact and single value, but which is better described
by a statistical distribution of results. In this environ-
ment, a frequent industrial requirement is the satisfac-
tion of constraints or limits, which should be achieved for
a specified percentage of the performance distribution, or
for which the percentage of solutions not satisfying the
limits (failure probability) must be minimized as much
as possible, to improve the reliability and quality of the
product.
To deal efficiently with a reliability-based design opti-
mization problem of industrial relevance, we propose
an innovative methodology, fully implemented in the
modeFRONTIER® software, which conjugates accuracy
and reduced number of needed evaluations. The method-
ology is based on the application of Polynomial Chaos
Expansion [12], which means that for each candidate de-
sign proposed by the optimization algorithm, a small
sampling set is evaluated by varying from the nomi-
nal values the uncertain parameters accordingly to the
given distribution, and then Polynomial Chaos Expan-
sion is used to evaluate the output performances dis-
tribution [13]. More specifically, the polynomial coeffi-
cients are, at this point, used to evaluate the complete
cumulative distribution function of the performances of
the design [14], from which it is possible to retrieve ac-
curately the failure probability for the prescribed lim-
its/constraints of the problem, on which the optimization
objectives are defined.

As an application case, we extend the boomerang
design optimization problem to a reliability-based op-
timization concept, since we want to optimize the
boomerang throw, subjected to many uncertainties like
throw angles, velocity and spin, with the purpose of min-
imizing the percentage of throws which do not return
accurately, i.e. the failure probability. For simplicity
reasons, we assume that the geometry of the boomerang
is given, as the optimal one found by the deterministic
optimization described in chapter 5, and corresponding
to the one depicted in 9. The input variables for the reli-
ability optimization problem are therefore just the ones
related to the boomerang throw (already introduced in
sec. 2), as expressed in table 1 below with their range of
variation and their uncertainty parameters (considering
a Normal distribution for each one).

The range of variation includes all feasible values that
can be obtained by a common throwing, and the uncer-
tainties (to be quantified just by their standard deviation
assuming a Gaussian distribution) take into account any
possible random variation that a generic thrower (not

Input Optimal Optimal
variables range return
Velocity (V) [m/s] 21.6 21.7
Spin (ωz) [Hz] 4.98 4.92
Aim angle (ψ0) [°] 4.2 4.2
Tilt angle (90°-ϑ0) [°] 20.1 7.2
Objectives
Returning
distance RD [m] 8.5 2.9
Range [m] 33.4 21.7

Table 2: Reliability-based optimization results

necessarily a professional one) might produce. The op-
timal set of launching parameters will therefore give the
lowest failure probability taking into account the ran-
dom perturbation due to the thrower behavior or other
random events. As optimization objective, we arbitrar-
ily consider the minimization of the 99-th percentile of
the return distance: this means that 99% of throws will
return to a distance lower or equal to this value, and the
purpose is to minimize it. For a more efficient result,
we add a second objective, which is the maximization of
the range of the throw; in this case, since there is not
any particular constraint to achieve, we just consider
the average value of range. To solve the RBDO prob-
lem here described, modeFRONTIER® has been applied
again, slightly modifying the workflow illustrated in 6.
In this case in fact only the input variables related to
launching parameters and application nodes related to
trajectory simulation (MATLAB®) have been kept, since
the boomerang geometry and the corresponding aero-
dynamic coefficients are constant and equal to the one
computed for the optimal design found in section 6. A
proper multi-objective optimization algorithm available
in modeFRONTIER® is at this point selected (NSGA-
II [15]), and the optimization is executed automatically,
running 10 generations of 16 designs each, for an over-
all number of proposed designs equal to 160. For each
of these designs the Polynomial Chaos Expansion is ap-
plied to evaluate the distributions performance, and for
this purpose, considering 4 uncertainties and a Polyno-
mial degree equal to 2, 15 sampling points are needed for
each design.

As a conclusion, after an overall number of 2400 dif-
ferent evaluations (which is rather a low number for
a reliability-based multi-objective optimization problem
with 4 uncertainties), the results reported in table 2 are
obtained.

It is worthwhile to emphasize that the CPU time re-
quested for each design evaluation is of the order of one
second, so that the entire RBDO problem took less than
one hour.

Two optimal results have been selected and reported
in the table: the first one gives optimal performances for
the range, while the second guarantees the most accurate
throw: in 99% of the cases the returning distance will be
less than 2.9 m. Finally, fig. 12 reports the complete
results of the optimization: in abscissa we have the 99-
ile of the return distance and in ordinate the average
range, while the color represent the nominal value of the
return (or arrival) distance.
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Figure 12: Reliability-based multi-objective optimiza-
tion results: max range vs arrival 99-ile

8 Conclusion
In this paper we have described an automatic and effi-
cient methodology for the multi-objective optimization
of a boomerang throwing, as an interesting benchmark
and proof of concept to illustrate the multi-objective
and multi-disciplinary capabilities of the optimization
environment modeFRONTIER®, in particular for what
concerns mission optimization of practical relevance. In
addition, the concept of reliability-based multi-objective
design optimization has been introduced to the same ap-
plication, allowing to find the optimal set of launching
parameters for the optimized boomerang shape, which
guarantees at the variation of uncertain parameters the
99% of throws returning back at a minimum distance
with the maximum average range distance.
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Adjoint-based Optimisation Methods
for Automotive Applications
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Volkswagen AG, Group Research, Wolfsburg, Germany

Abstract
The adjoint method is commonly regarded as the tool of
choice for gradient-based optimisation in computational
fluid dynamics (CFD). While being well-established in
the aeronautical sector, it has only recently started to
enter the development processes of the automotive in-
dustry. From the perspective of Volkswagen Group Re-
search, this article provides a concise status report on
the achievements and remaining challenges of the de-
velopment and application of adjoint-based optimisation
methods in various automotive CFD disciplines.

1 Introduction
Pioneered by Jameson [1] for aeronautic applications
in the 1980s, the adjoint method is now making its
way into the automotive industry. At Volkswagen
Group Research, adjoint development work started in
2006 with the implementation of a basic continuous ad-
joint for topological [2] and shape sensitivities [3] in
OpenFOAM R© [4]. Through the contributions of various
academic and commercial partners – above all the teams
around K.C. Giannakoglou (NTUA, Greece) and E. de
Villiers (Engys, UK) – this basic adjoint implementation
developed over the last almost 10 years towards a ver-
satile continuous adjoint solver framework of industrial
maturity (see [5, 6, 7] and references therein).
As sketched in 1, a number of different automotive op-

timisation disciplines are being tackled with this solver:
topology and shape optimisation of ducted flows (e. g.
airducts for cabin ventilation or engine ports), flow con-
trol and shape optimisation in external aerodynamics,
and two areas where our adjoint research has just started:
cooling and aeroacoustics. The article will present snap-
shots of each of these disciplines in order to give an im-
pression of where the adjoint method stands today at

Figure 1: Automotive optimisation disciplines that are
tackled with the adjoint method at Volkswagen Group
Research

Figure 2: Examples of surface and volume sensitivity
maps – the basis for shape and topology optimisation,
respectively. The topological sensitivities are displayed
for a cut through an S-shaped airduct

Volkswagen Group Research. Starting with topology op-
timisation for ducted flows, we will proceed clockwise in
1 in the order of decreasing method maturity.

2 Automotive Applications
At the heart of gradient-based optimisation is the com-
putation of sensitivity maps, examples of which are de-
picted in 2: on the one hand, surface sensitivity maps,
i. e. the gradient of the cost function J w.r.t. normal
node displacements β, and on the other hand topological
(or “volume”) sensitivity maps. The latter represent the
cost function gradient w.r.t. changes of the Darcy poros-
ity α of each individual volume cell, and indicate how
essential the cell is for the fluid dynamic performance,
thus forming the basis for CFD topology optimisation.

2.1 Topology and Shape Optimisation of
Ducted Flows

Topology optimisation is a well-stablished concept in
structure mechanics to create optimal lightweight struc-
tures that have to fit into a given installation space. It
almost comes as a surprise that it took until 2003 be-
fore this elegant idea was transferred to fluid dynamics
[8, 9]. Here, similarly to its structure-mechanical coun-
terpart, the starting point is the entire installation space
– the whole fluid domain is “flooded”. Based on the topo-
logical sensitivity ∂J/∂α, counterproductive areas of the
flow domain are then identified and iteratively punished
by adding some amount of Darcy porosity, ideally in a
one-shot fashion. The optimal duct geometry is obtained
at the end of the optimisation by collecting all cells with
zero porosity [2, 7].

This method is very efficient for drafting duct designs
from scratch. At Volkswagen, its most productive use to
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Figure 3: Intake port topology optimisation: The three
figures (a)-(c) show the Pareto-optimal states for low,
mid- and high swirl weighting, respectively. The grey
areas within the intake port arms are the cells that were
blocked during the topology optimisation. Note the ob-
vious improvement of swirl ω from (a) to (c) at the cost
of increasing pressure drop ∆p. Figure (d) shows the
flow field for a clean CAD model regenerated based on
the results of case (c). For details we refer to [10]

date is made by the colleagues of the engine port devel-
opment. One the one hand, they start from the available
packaging space and “cut” the optimal exhaust port out
of it. That is what topology optimisation is designed for
and requires two loops of running the adjoint-based op-
timisation and subsequent manual CAD-reconstruction.
On the other hand, they start from given port designs
and make a multi-objective optimisation to explore the
Pareto front of pressure drop vs. maximising swirl for
intake ports (see the example in 3, [10]).
As topology optimisation is quite robust and straight-

forward to run, it was adopted quickly by the colleagues
in the Technical Development and is used productively
in a number of settings [7]. The main drawback of the
present porosity-based realisation is that, by definition,
it works on a stepped geometry, and until the very end
there is no wall where a no-slip condition or a wall func-
tion could be applied, resulting in an inaccurate CFD
solution. For a real geometry fine-tuning after topol-
ogy optimisation, classical shape optimisation is there-
fore employed (4), by coupling the adjoint solver to a
mesh motion tool developed by the team around K.U.
Bletzinger (TU Munich, Germany, [11, 12]).

Figure 4: Exhaust port shape optimisation: Based on a
pressure drop surface sensitivity map (colours like in 2
left), a one-shot shape optimisation was conducted with
the morphing routines from TU Munich [11, 12], employ-
ing different smoothing radii and morphing directions
(mesh kindly provided by F. Kunze)

2.2 Shape Optimisation and Flow
Control in External Aerodynamics

The breakthrough for the adjoint method in external
aerodynamics at Volkswagen was the application to the
low-emission car XL1. Based on a RANS simulation and
a subsequent adjoint run including the effect of adjoint
turbulence [13], drag sensitivity maps were obtained (5).
Among other things, the sensitivities clearly indicated
that a rear spoiler would further improve drag. Accord-
ingly, a one-shot optimisation was performed to obtain
its optimal shape [5]. It converged after about 20 shape
updates and resulted in a 2% drag reduction (6). Since
the XL1 was aerodynamically nearly perfect already and
the method only modified a small portion of the car sur-
face, this improvement was rated as a success and pro-
vided credibility to adjoint-based one-shot shape optimi-
sation as a useful tool in external car aerodynamics.

Figure 5: Drag sensitivity maps for the Volkswagen
XL1: In red (blue) areas, an inward (outward) move-
ment would result in drag reduction. White lines are
the isocontours of zero sensitivity, and modifications in
greenish areas have little effect on drag

Figure 6: One-shot optimisation of the XL1 rear spoiler:
Parameterisation (top left), optimisation history (right)
and shape comparison (bottom left, details see [5])

However, the productive use of CFD for car aerody-
namics has meanwhile moved from RANS to Detached-
Eddy Simulation (DES, [14]). As DES is unsteady and
computationally very demanding, it remains a challenge
still today to also upgrade the adjoint towards being
fully unsteady and capable of dealing with geometries of
industrial complexity in acceptable turn-around times.
Current research activities with academic and commer-
cial partners address this issue [15]. As a temporal
workaround, we are applying the following procedure to
compute approximate sensitivities based on primal DES
results: From the primal time-averaged DES simulation,
we take the velocity field and solve a RANS turbulence
model to compute a turbulent viscosity νt. The existing
RANS adjoint solver is then executed based on the time-
averaged primal DES velocity and the obtained RANS-
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Figure 7: Example of a drag (left) and lift (right) sen-
sitivity map for an intermediate design state of a sedan
car. Note how the blue areas indicate suboptimal flow
separation and thus potential for drag and lift reduction

νt. Quantitative accuracy of the sensitivities cannot be
expected with such an approach – as compared to finite
differences we are indeed far off. But via windtunnel
measurements and numerical validations these approx-
imate DES-based sensitivities have been shown to in-
deed provide an added-value as compared to pure RANS-
based sensitivities [7]. This procedure has therefore be-
come the standard way of computing DES-based drag
and lift sensitivity maps for external aerodynamics at
Volkswagen Group Research (see 7 for an example) –
until our efforts in industrialising a fully unsteady DES
adjoint solver are finished.
In external aerodynamics computations, the use of

high-Reynolds turbulence models with wall functions is
common industrial practice. The implementation of ad-
joint wall functions for the Spalart-Allmaras turbulence
model by Papoutsis-Kiachagias et al. [16] was therefore
another major step towards increased accuracy of aero-
dynamic sensitivity maps. 8 shows a comparison between
drag sensitivities for the Volkswagen Polo obtained with
the implemented adjoint wall functions and those based
on the “frozen turbulence” assumption. While both ap-
proaches compute the same sensitivity sign for almost the
entire surface of the car – i. e. deliver the same qualitative
information – the latter tends to overestimate the abso-
lute value of the sensitivity by more than one order of
magnitude. For quantitative assessments, i. e. how much
drag reduction can be achieved for a given deformation of
the car shape, which is a crucial question within the car
design process, the sensitivity map based on the frozen
turbulence assumption proves to be unreliable and the
usage of adjoint wall function is a must. It allows to
cast sensitivity maps in handy units like “drag counts
per mm displacement per m2 surface area”, which are
well-received in the aerodynamic development process by
both the aerodynamic engineers and the stylists.

Figure 8: Influence of adjoint wall functions on drag sen-
sitivities (note the different scales, details see [16])

Other than shape optimisation, another way of im-
proving aerodynamic performance is obviously flow con-
trol. In order to design an efficient flow control system, it
is important to know (i) where to place the jets for maxi-
mum efficiency, (ii) what kind of flow control – blowing or
suction – is needed and (iii) how big the effect on drag
will be. To answer these questions, at least for steady
blowing or suction, the adjoint method is again the tool
of choice: By computing flow control sensitivity maps,
i. e. the sensitivity of the drag w.r.t. changes in the nor-
mal flow velocity on the car surface, we guide the posi-
tioning of blowing or suction jets and, via the magnitude
of the sensitivity value, get an estimate of the achievable
effect [17]. As an example, 9 shows such a sensitivity
map for the Volkswagen XL1. A 1:4 model of this car
was equipped with a blowing jet in the marked region and
tested experimentally [18]. While the windtunnel mea-
surements confirmed a drag improvement induced by the
operation of the jets, the effect was, however, too small
to run the jet system economically on this car. Adjoint-
aided flow control research therefore continues.

Figure 9: Flow control sensitivities for the Volkswagen
XL1. In the experiments, blowing jets were applied in
the areas marked by the black circles [18]

2.3 Optimisation of Cooling and
Aeroacoustics

While the four optimisation disciplines discussed so far
represent areas of productive use of the adjoint method
in the Volkswagen Group, the last two applications of 1,
adjoint-based optimisation w.r.t. cooling and aeroacous-
tics, are still under development.

The main motivation of extending the adjoint capabil-
ities to include heat conduction is the increasingly chal-
lenging task of cylinder head cooling. Along the the ris-
ing trend of downsizing and turbocharging internal com-
bustion engines for improved fuel efficiency, the dissipa-
tion of the emerging heat is actually becoming a bootle
neck.

As a first step towards the inclusion of cooling objec-
tives into the adjoint solver, the Reynolds analogy was
exploited by defining the wall shear stress at the cooling
interface as the objective function. Since this is a cost
function defined solely in the fluid domain, its implemen-
tation in the existing adjoint solver was straightforward.
Initial applications to cooling pipes showed promising
results for this kind of flows [19]. The treatment of com-
plex tasks like the removal of hot spots in the solid part
of the cylinder head requires, however, the inclusion of
conjugate heat transfer into the optimisation process. In
cooperation with our partners from NTUA we are there-
fore currently extending the adjoint solver to also incor-
porate heat conduction in the solid and fluid domains
as well as the heat transfer between them, with the aim
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of optimising the shape of the fluid domain w.r.t. the
temperature distribution in the solid domain.
On a similar level of industrialisation are our ad-

joint method developments for aeroacoustic optimisa-
tion. What has been successfully accomplished so far
is the computation of approximate shape sensitivities for
mirror noise sources [20]. Previous numerical studies had
indicated that the turbulent kinetic energy close to the
side window can serve as an indirect measure of the noise
perceived at the driver’s ear. Motivated by that, the
adjoint solver including the adjoint turbulence model is
used to compute shape sensitivities w.r.t. changes in the
turbulent kinetic energy integrated over a volume adja-
cent to the driver’s side window. While these sensitivities
serve as a rough guidance for shape modifications that
mitigate dominant noise sources, they are not capable of
capturing the actual physics of mirror noise. Aeroacous-
tics is unsteady by nature, and its adequate treatment
requires an industrialised unsteady adjoint in the first
place. Work in that direction is in progress within the
Marie-Curie Training Network AboutFlow [15].

3 Summary
As a result of a long-term collaboration with both aca-
demic and commercial partners, the continuous adjoint
method has “hit the road” in the Volkswagen Group. For
topology and shape optimisation of ducted flows as well
as for flow control and vehicle shape optimisation in ex-
ternal aerodynamics it is in productive use already, and
the extension of its capabilities to include the physics of
conjugate heat transfer and aeroacoustics is underway.
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Abstract
In order to improve the flight performances and to in-
crease cruise time of transonic high aspect ratio aircraft,
it is important to carry out the research of friction drag
reduction (mainly turbulent friction). At high Reynolds
numbers, the Laminar Flow Control technology and
Natural Laminar Flow profile/wing design are efficient
methods which can reduce the turbulence skin friction.
However, the existence of wide range of favorable
pressure gradient in laminar flow airfoil surface leads to
strong shock wave on the neighborhood of the trailing
edge of an airfoil. Therefore, the reduction of the
friction drag is competitively balanced with the increase
of shock wave induced drag. In this paper, we introduce
the transition prediction method based on the linear
stability theory to predict the transition location of
the airfoil. Then a Multi-objective Genetic Algorithm
(GAs) coupled with a Nash game is implemented to
optimize the airfoil shape with larger laminar flow
range and weaker shock wave drag simultaneously
due to a Shock Control Bump (SCB). The associated
coupled software can easily capture the Pareto Front
of this Multi-objective optimization problem. The non
dominated solutions of the front show the aerodynamic
performance airfoils trade offs between the delay of the
profile’s transition location and the increased intensity
of shock wave due the bump installed at the upper
surface of the airfoil. Results of numerical experiments
demonstrate that a series of laminar flow airfoils which
higher aerodynamic performance is greatly improved
with the SBC compared to the baseline airfoil.

1 Introduction
Once the total drag of a civil transport aircraft or an
Unmanned Aerial Vehicle(UAV) is decomposed, one can
find that skin friction drag and lift-induced drag are two
major sources, and are approximately forty percent and
one third of the total drag respectively, see Fig. 1. Drag
reduction directly impacts the Direct Operating Cost
(DOC): 1% of drag reduction can lead to 0.2% of DOC
decrease or in the other word 1.6 tons of operating empty
weight decrease[1]. In view of this, laminarity is an effi-
cient way to reduce drag greatly in transonic condition.
NASA flight tests show that when the laminar flow area
of the wing surface expands from 10% to 90%, the flying
range can be increased by nearly 50%[2].

Nowadays, most of civil transport aircraft can achieve
very high lift-to-drag ratio in transonic regime due to the
development of supercritical airfoil. However, the un-
steadiness of the cross flow in the boundary layer makes
the flow transition to turbulent at high Reynolds number
(e.g. 106 to 108), consequently the skin friction drag in-
creases rapidly. The design of high aspect ratio transonic
laminar aircraft has a great influence on the flight time
of the UAV. This flight configuration provides the UAV
a better ability in intelligence gathering and battlefield
surveillance. Meanwhile, the laminar airfoil technology
can also reduce the CO2 emissions from the aircraft, im-
proving significantly the operational efficiency [3].

Maintaining a wide favorable pressure gradient is the
way to obtain a laminar airfoil. However, this laminar-
ity of the airfoil could lead to a stronger shock wave on
its trailing edge due to the recovery of the pressure, the
skin friction drag decreasing but the wave drag increas-
ing simultaneously. In this short report, the natural lam-
inar airfoil with bump shock control (BSC) is designed
in the objective of drag reduction of the airfoil at tran-
sonic cruise regime. Then a multi Multi-objective opti-
mization method with Genetics Algorithms coupled to
Pareto games is used to obtain a natural laminar airfoil
which has through cooperative games a wider laminar
flow area and a weaker shock wave.

2 Flow Field Analysis Coupled
with Viscous Boundary Layer
Correction

The eN method based on linear stability analysis needs
the velocity profile within boundary layer. So, in this
section, the pressure coefficient around the airfoil is com-
puted by solving 2-D RANS. Then the accurate velocity
profile is obtained by solving the boundary layer equa-
tion based on the output of the RANS equation.

RANS equations is solved by using a finite volume
Galerkin method on structured meshes. To solve the Eu-
ler part of theequations, a Roe scheme has been used. To
compute turbulent flows a k − ε model has been chosen.
Near-wall turbulence has been computed by a two-layer
approach. Time-dependant problems have been solved
using a fourth-order RungeâĂŞKutta scheme.

Among numerical methods for solving the boundary
layer equations, the Crank-Nicolson and Keller’s box
methods are the most convenient ones. Keller’s method
has significant advantages compared to the other and
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in this section it is used to solve the boundary layer
equations for 2-D flows. The governing equation and
the boundary conditions are discretized through the
method of Keller’s box. The resulting system of equa-
tions which is implicit and nonlinear is linearized by
Newton’s method and solved by the block-elimination
method [4,5].

3 The eN Method for Transition
Prediction

The transition prediction always is a difficult problem
in hydromechanics. The Tollmien-Schlichting waves, the
cross flow attached line transition and the bypass transi-
tion are the main factors which influence the flow tran-
sition from laminar to turbulence. Transition caused by
the Tollmien -Schlichting waves is only considered since
due to 2-D optimization in this paper.
The eN method is based on small disturbance theory

in which a small sinusoidal disturbance is imposed on a
given steady laminar flow to see whether the disturbance
will amplify or decay in time. If the disturbance decays,
the flow will stay laminar while if the disturbance ampli-
fies sufficiently, the flow must transit to turbulent.

4 Multi-Objective Laminar Air-
foil Design Optimization with
Shock Control Bump

Until the 70’s, it was known that the critical Reynolds
number was not the most important factor to effect tran-
sition location on airfoil. The transition starts when the
disturbance amplified to a certain value. So the amplifi-
cation of the disturbance in the flow was the important
factor. For the appropriate design airfoil, transition may
start at 0.7 chord length in the flow with favorable pres-
sure gradient. Consequently, it is possible to design an
airfoil to delay the transition to turbulence.

4.1 Multi-Objective
Optimization Method

The approach described in the previous section requests
one (or a set) of solution(s) of a multi-objective optimiza-
tion problem. There exists several variants of GAs for
multi-objective optimization problems; see for example
Vector Evaluated GAs (VEGAs)[6] and Non-dominated
Sorting GAs (NSGAs)[7]. For further information on

Figure 1: Drag decomposition of a typical civil transport
aircraft

GAs to solve multi-objective optimization problem, the
reader may consult Refs [8] [9] and references thereafter.

The test cases presented in this paper have been solved
using a modified version of a Non-dominated Sorting Ge-
netic Algorithm (NSGA). More recent algorithms such as
SPEA2 [9], epsilon-MOEA[10], or NSGA-II[11] (an im-
proved version of NSGA) could also have been chosen.
Nevertheless, the main objective of this work is the in-
tegration of different tools for the solution of laminar
airfoil design problems. Obviously, any improvement in
any of the integrated GAs and Pareto game tools should
produce a improved performance efficiency of the whole
procedure.

4.2 The Numerical Optimization of the
Bump Shape to Reduce Wave Drag

In order to delay the transition location, the airfoil
should have a wider area which have favorable pres-
sure gradient in its laminarity behaviour at transonic
regimes. But the existence of a wide range of favor-
able pressure gradient in airfoil surface leads to strong
shock wave on the neighborhood of the trailing edge of
the airplane. Consequently, an increase of the shock
wave drag is associated to the reduction of the friction.
Then, a method of drag reduction, namely a control de-
vice named a bump, is used for the design of the natural
laminar airfoil. Among the different active/passive shock
boundary layer control concepts investigated, the bump
concept proposed by P. Ashill and trailing edge devices
seem very promising.

The bump concept is based on the local modification of
the airfoil surface in the shock region. The straight shock
is transformed into a lambda shock configuration and its
strength is reduced by the presence of the compression
waves. In this article, Hicks- Henne functions are used
to control the bump shape optimization.

The height, length and location of the bump are de-
sign parameters which influence the strength of the shock
wave. Therefore such design parameters are consid-
ered in the optimization procedure. In this section, the
RAE2822 airfoil is chosen as baseline and is optimized
with the objective of minimizing the shock wave.

In the Fig. 3, it shows the process of the optimiza-
tion.From the figure,it can be known that the optimal
solution was obtained at the 20th generation.And the
drag coefficient decreased from the initial 0.042 to the
0.036.The lift and drag coefficient of the initial airfoil
and the airfoil with bump are given in the Table 1. In
the table,it can be known that the aerodynamic perfor-
mance of the airfoil with the bump was improved. The
lift coefficient increased by 3.17%,and the drag coefficient
decreased by 7.32%.In the figure 4,5 and 6, it shows that

Figure 2: Shape and position of the bump
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Table 1: Lift and drag coefficient of the baseline airfoil and the airfoil with bump
Aerodynamic force RAE2822 airfoil Airfoil with bump ∆(%)
CL 0.821 0.847 +3.17
CD 0.041 0.038 -7.32
CL/CD 20.02 22.41 +11.94

Figure 3: Convergence of the GAs optimization

Figure 4: Pressure distributions of the baseline and op-
timized airfoils

the strength of the shock wave of the optimal airfoil was
obvious weaker than the baseline airfoil. It turned out
that the bump could reduce significantly the shock wave
of the airfoil.

4.3 The Natural Laminar Airfoil Design
Optimization

In this section, the RAE2822 airfoil is chosen as base-
line and optimized with the objective of maximizing the
range of the laminar flow area in order to verify the lam-
inarity feasibility of the designed airfoil.
At the converged optimization, it can be known on

Fig. 7 and Table 2, that the transition location of the
airfoil is decayed and reaches to 57% chord for the upper
surface and 52% for lower surface for the optimized air-
foil. However, it can also be known that the drag force
increased. That is to say, the drag coefficient increased
with the increase of the laminar area.
Fig. 5 and Fig.8 show that the strength of the shock

wave of the optimized airfoil is stronger than the baseline
airfoil.

Figure 5: Pressure contours of the RAE2822 airfoil

Figure 6: Pressure contours of the airfoil with bump

Figure 7: Pressure distribution of the optimal airfoil
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Figure 8: Pressure contours of the optimal airfoil

Table 2: Lift coefficient, drag coefficient and transition
location of the baseline and optimal airfoil

RAE2822 airfoil Optimized air-
foil

CL 0.821 0.823
CD 0.041 0.048
Xtrupper/C 1.36 0.537
Xtrupper/C 0.472 0.521

Figure 9: The parameters distribution of the airfoil and
bump

Figure 10: The flow chart of the optimization

Figure 11: Converged Pareto Front

Figure 12: Transition location and drag coefficient of the
airfoil with optimal bump, laminar airfoil and laminar
airfoil with bump

In this article, in order to design the natural laminar
airfoil with optimal bump shape and location, the two
following optimization problems are considered :

1. Maximize the range of the laminar flow;

2. Decrease the strength of the shock wave of the air-
foil.

The objective functions are defined as follows :

max (Xtr_upper +Xtr_lower) + 3 × β

×(Cl − Cl0)/Cl0 × (Xtr_upper +Xtr_lower)
min 30 × (Cdw − 3 × β × (Cl − Cl0)/Cl0 × Cdw)
subject to :
Cl ≥ Cl0 β = 0
Cl ≤ Cl0 β = 1

where Xtr_upper and Xtr_lower represent transition
location of the upper and lower surface of the airfoil
respectively and Cdw represents the shock wave coeffi-
cient. Then, the RAE2822 airfoil is chosen as baseline
and optimized. On Fig. 9 with Tables 3 and 4, are
shown design parameters and the value upper/lower
range. Fig.10 provides the flow chart of the optimization.
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Figure 13: Pressure distribution, pressure contours and transition location of the PM2,PM3 and PM4 of Table 4

Table 3: Upper/lower Range of the baseline airfoil design parameters
airfoil Upper surface Lower surface
y1 -0.005 0.002 -0.003 0.002
y2 -0.008 0.003 -0.008 0.003
y3 -0.008 0.015 -0.008 0.005
y4 -0.005 0.025 -0.008 0.008
y5 -0.005 0.015 -0.005 0.005
y6 -0.005 0.005 -0.005 0.003
y7 -0.003 0.003 -0.001 0.001

Table 4: Upper/lower range of the bump design parameters
bump X relative/C X length/C X height/C X crest/C
maximization 0.65 0.25 0.007 0.5, 0.55
minimization 0.5 0.1 0.001 0.6, 0.65
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Table 5: The aerodynamic force and transition location of the airfoil
CL CD Xtr_upper Xtr_lower Xshock

RAE2822 airfoil 0.821 0.0413 0.136 0.472 0.553
Bump optimized only 0.847 0.0375 0.151 0.504 0.551
Airfoil optimize only 0.823 0.0479 0.573 0.521 0.606

Laminar
airfoil
with
shock
control

1 0.823 0.0468 0.622 0.521 0.654
2 0.814 0.0413 0.589 0.520 0.606
3 0.822 0.0365 0.523 0.521 0.590
4 0.807 0.0357 0.521 0.521 0.590
5 0.801 0.0354 0.503 0.521 0.590
6 0.834 0.0341 0.162 0.521 0.590
7 0.832 0.0336 0.152 0.521 0.590
8 0.820 0.0322 0.127 0.521 0.590

4.4 The Design of the Natural Laminar
Airfoil with Shock Control Bump

On Fig. 11, the Pareto front of the Multi objective opti-
mization problem is presented with its non dominated so-
lutions describing tradeoffs between the increased shock
wave intensity and the increased range of the laminar
flow. The strength of the airfoil shock wave which has
the widest range of laminar flow is evidently stronger
than the one of the baseline.Then it can be observed
that Pareto members (PMs) performances of both the
laminar flow area and the shock wave intensity of the
airfoil located on the middle of the Pareto Front are im-
proved when compared to baseline drag performances.
From the figure 12, it can be observed that the strength
of the shock wave decreases with optimizing the bump
only, but the transition location still at the leading edge
of the airfoil, with a skin friction drag still very large. At
another condition with optimized airfoil only, the transi-
tion location was delayed to 50% of the chord compared
with 10% chord of the baseline airfoil.but the strength
of the induced shock wave was stronger .On Table 4,
it is shown the aerodynamic force of the eight (8) non
dominated airfoils on the Pareto front. Fig. 23 presents
pressure contours, pressure distribution and transition
location of Pareto members airfoils PM2, PM3 and PM4
with their performances shown of Table 4.

5 Conclusion
In this paper, the RANS equations coupled with the
boundary layer equations are solved to obtain the ve-
locity distribution, displacement thickness and momen-
tum thickness of the boundary layer. Then, the result of
the boundary layer is used to solve the Orr-Sommerfeld
equation,and obtain the spatial disturbance amplifica-
tion. NLF416 and NACA0012 airfoils are chosen as base-
line to verify the accuracy of the method. It turned out
that the method has a high accuracy and can be used to
predict the transition location of the airfoil.
However, the existence of wide range of favorable pres-

sure gradient in laminar flow airfoil surface ignites a
strong shock wave on the neighborhood of the trailing
edge of aircraft. Consequently, the reduction of the fric-
tion drag generates an increase of the shock wave resis-
tance. In this paper, the shock control method was is to
decrease the strength of the wave drag.
The design of the natural laminar airfoil with a shock

control bump is the main problem. After a research in-
vestigation on laminar airfoils and shock controls devices,
the RAE2822 airfoil is chosen as baseline and studied
with Genetic Algorithms (GAs) and Pareto games with
the two objectives of maximizing the range of the laminar
flow and minimizing the strength of the shock wave.

After optimization, the Pareto front associated to the
two objectives design problem is captured. The non dom-
inated solutions on the front show aerodynamic perfor-
mance tradeoffs of different profiles/bumps geometries.
On the Pareto front different delays of the profile’s transi-
tion location associated with different intensities of shock
waves on the upper surface are optimally enhanced. It is
proposed to the designer a set of laminar flow airfoils ob-
tained numerically with aerodynamic performances sig-
nificantly improved when compared to the baseline air-
foil.
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Fluid Dynamics of Dispersed Multi-Phase 

Flows 
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The simultaneous presence of several different phases in 
external or internal flows such as gas, liquid and solid is 
found in daily life, environment and numerous industrial 
processes. These types of flows are termed multiphase 
flows, which may exist in different forms depending on the 
phase distribution. Examples are gas-liquid transportation, 
crude oil recovery, circulating fluidized beds, sediment 
transport in rivers, pollutant transport in the atmosphere, 
cloud formation, fuel injection in engines, bubble column 
reactors and spray driers for food processing, to name only a 
few. As a result of the interaction between the different 
phases such flows are rather complicated and very difficult 
to describe theoretically. For the design and optimisation of 
such multiphase systems a detailed understanding of the 
interfacial transport phenomena is essential. For single-
phase flows Computational Fluid Dynamics (CFD) has 
already a long history and it is nowadays standard in the 
development of air-planes and cars using different 
commercially available CFD-tools. 

Due to the complex physics involved in multiphase flow the 
application of CFD in this area is rather young. These 
guidelines give a survey of the different methods being used 
for the numerical calculation of turbulent dispersed 
multiphase flows. The Best Practice Guideline (BPG) on 
Computational Dispersed Multiphase Flows is a follow-up 
of the previous ERCOFTAC BPG for Industrial CFD and 
should be used in combination with it. The potential users 
are researchers and engineers involved in projects requiring 
CFD of (wall-bounded) turbulent dispersed multiphase 
flows with bubbles, drops or particles. 
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