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The ERCOFTAC Best 

Practice Guidelines for 

Industrial Computational 

Fluid Dynamics 

The Best Practice Guidelines (BPG) were commissioned by 
ERCOFTAC following an extensive consultation with 
European industry which revealed an urgent demand for such a 
document. The first edition was completed in January 2000 and 
constitutes generic advice on how to carry out quality CFD 
calculations. The BPG therefore address mesh design; 
construction of numerical boundary conditions where problem 
data is uncertain; mesh and model sensitivity checks; 
distinction between numerical and turbulence model 
inadequacy; preliminary information regarding the limitations 
of turbulence models etc. The aim is to encourage a common 
best practice by virtue of which separate analyses of the same 
problem, using the same model physics, should produce 
consistent results. Input and advice was sought from a wide 
cross-section of CFD specialists, eminent academics, end-users 
and, (particularly important) the leading commercial code 
vendors established in Europe. Thus, the final document can be 
considered to represent the consensus view of the European 
CFD community. 
Inevitably, the Guidelines cannot cover every aspect of CFD in 
detail. They are intended to offer roughly those 20% of the 
most important general rules of advice that cover roughly 80% 
of the problems likely to be encountered. As such, they 
constitute essential information for the novice user and provide 
a basis for quality management and regulation of safety 
submissions which rely on CFD. Experience has also shown 
that they can often provide useful advice for the more 
experienced user. The technical content is limited to single-
phase, compressible and incompressible, steady and unsteady, 
turbulent and laminar flow with and without heat transfer. 
Versions which are customised to other aspects of CFD (the 
remaining 20% of problems) are planned for the future. 
The seven principle chapters of the document address 
numerical, convergence and round-off errors; turbulence 
modelling; application uncertainties; user errors; code errors; 
validation and sensitivity tests for CFD models and finally 
examples of the BPG applied in practice. In the first six of 
these, each of the different sources of error and uncertainty are 
examined and discussed, including references to important 
books, articles and reviews. Following the discussion sections, 
short simple bullet-point statements of advice are listed which 
provide clear guidance and are easily understandable without 
elaborate mathematics. As an illustrative example, an extract 
dealing with the use of turbulent wall functions is given below: 

 Check that the correct form of the wall function is being 
used to take into account the wall roughness. An 
equivalent roughness height and a modified multiplier in 
the law of the wall must be used. 

 Check the upper limit on y+. In the case of moderate 
Reynolds number, where the boundary layer only extends 
to y+ of 300 to 500, there is no chance of accurately 
resolving the boundary layer if the first integration point is 
placed at a location with the value of y+ of 100. 

 

 Check the lower limit of y+. In the commonly used 
applications of wall functions, the meshing should be 
arranged so that the values of y+ at all the wall-adjacent 
integration points is only slightly above the recommended 
lower limit given by the code developers, typically 
between 20 and 30 (the form usually assumed for the wall 
functions is not valid much below these values). This 
procedure offers the best chances to resolve the turbulent 
portion of the boundary layer. It should be noted that this 
criterion is impossible to satisfy close to separation or 
reattachment zones unless y+ is based upon y*. 

 Exercise care when calculating the flow using different 
schemes or different codes with wall functions on the 
same mesh. Cell centred schemes have their integration 
points at different locations in a mesh cell than cell vertex 
schemes. Thus the y+ value associated with a wall-
adjacent cell differs according to which scheme is being 
used on the mesh. 

 Check the resolution of the boundary layer. If boundary 
layer effects are important, it is recommended that the 
resolution of the boundary layer is checked after the 
computation. This can be achieved by a plot of the ratio 
between the turbulent to the molecular viscosity, which is 
high inside the boundary layer. Adequate boundary layer 
resolution requires at least 8-10 points in the layer. 

All such statements of advice are gathered together at the end 
of the document to provide a ‘Best Practice Checklist’. The 
examples chapter provides detailed expositions of eight test 
cases each one calculated by a code vendor (viz FLUENT, 
AEA Technology, Computational Dynamics, NUMECA) or 
code developer (viz Electricité de France, CEA, British Energy) 
and each of which highlights one or more specific points of 
advice arising in the BPG. These test cases range from natural 
convection in a cavity through to flow in a low speed 
centrifugal compressor and in an internal combustion engine 
valve. 
Copies of the Best Practice Guidelines can be acquired from: 

ERCOFTAC (CADO) 
PO Box 53877 
London, SE27 7BR 
United Kingdom 
Tel:       +44 203 602 8984 
Email:    magdalena.jakubczak@ercoftac.org 
 

The price per copy (not including postage) is: 

ERCOFTAC members 

 First copy     Free 
 Subsequent copies                   75 Euros 
 Students     75 Euros 

Non-ERCOFTAC academics                 140 Euros 
 Non-ERCOFTAC industrial                 230 Euros 

EU/Non EU postage fee                      10/17 Euros 



Introduction to
Special Theme: Erosion Processes

V. Armenio

Dipartimento di Ingegneria ed Architettura,
Universita‘ di Trieste, Piazzale Europa 1

34127 Trieste, Italy

ARMENIO@dicar.units.it

The Special Interest Group Environmental Fluid
Mechanics (SIG5) is concerned with that part of fluid
mechanics of interest for environmental processes in
the low atmosphere and in water bodies. Among
them, sediment transport in water basins and streams
represents a traditional as well as relevant research
topic. With sediment transport it is intended the
movement of solid particles (sediment), in water bodies
or streams. Although seminal studies of sediment
transport date to more than 100 years ago, recently
renewal interest is being paid to this field due to
implications in river, coastal and marine engineering.
Specifically, understanding and prediction of sediment
motion processes is of paramount importance in coastal
and river engineering due to implication for stability
and preservation of anthropogenic structures placed
at the bottom surface. Traditionally two main classes
of sediment transport processes have been identified,
depending on the way sediments are conveyed in the
water current. With suspended sediment transport it is
intended a process where fine sediments are transported
within the water body. It may develop over distances of
kilometers and may involve transport of contaminants
and polluted matter from rivers to the sea. Heavy
sediments are more likely transported in the bed-load
mode, where particles move along the bed by rolling,
sliding or saltation. The result is bed morphology
changes such as ripple or dunes, which cause a complex
interaction with the water current and anthropogenic
structures placed therein. Sediment transport is among
the most traditional research fields of classical hydraulic
engineering. Theories based on analytical considerations
and results from laboratory and field experiments have
allowed determination of engineering simplified formu-
las for evaluation of quantities of interest for design
purposes. With the development of high performance
computers as well as novel experimental techniques, a
renewed interest has raised in developing research aimed
at understanding physical mechanisms of sediment
transport at the grain scale from one side, and at
developing new-generation numerical models where
the mutual interaction between turbulence and sedi-
ments is parameterized based on physical considerations.

Worldwide, national and international research
projects are being running, aimed at the analysis
of interaction between water bodies and the bottom
surface. These projects usually involve the Academia,
research centers and private companies and are aimed at
improving knowledge of sediment transport phenomena
and at developing novel state-of-art prognostic models
for the evaluation of variation of bed morphology at

sea, estuaries and rivers. Among them, it is worth of
mention a Multipartners Network for Initial Training
project (SEDITRANS), recently started under the
Marie Curie Actions of the 7th Framework Programme.
The project, led by Prof. T. Dimas (University of
Patras, GR) is aimed at developing research for the
analysis of sediment transport in the fluvial, estuarine
and coastal environment. As posted in the webpage of
the project: SEDITRANS consists of six academic and
four industrial partners and provides an elaborate and
interdisciplinary training-through-research program to
12 early stage and 4 experienced researchers. Some of
the partners of SEDITRANS have kindly accepted to
participate in the composition of the present volume.

The volume contains six contributions, spanning a
wide variety of themes and methodological approaches
within the general topic of sediment transport.

The paper by Kolokythas et al. is interested to flow
developing in coastal regions and deals with numerical
simulation of a free-surface flow, induced by the propa-
gation of nonlinear water over a rippled bottom. The
aim of the paper is understanding sediment transport
processes over sand ripples for further parameterization
of the phenomenon in large-scale operational models.

The paper by Varsakelis et al. is devoted to develop-
ment of a two-phase flow model for sediment transport
based on a mixture theory for fluid-saturated granular
materials. The model is also applied to the analysis of
erodible, subaqueous granular beds.

The paper by Ferreira et al. deals with the discontinu-
ities occurring in geomorphic dam-break. The authors
take advantage of the shallow-flow theory to identify
its generation mechanism and to detect whether the
phenomenon can be described as a Riemann problem
or, processes beyond the shallow-flow theory control it.
Experimental results are presented and compared with
a theoretical solution of the governing equations.

The paper by Santos et al. describes the results
of an experimental study aimed at understanding the
interaction between near-bed turbulent structures and
a rough bed, in two different configurations, namely
immobile and mobile bed.

The paper by Ancey et al. is devoted to a review on
the progresses achieved over the years by the authors, in
modelization of bed load transport in mountain rivers.
This is a problem of paramount importance for the
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evaluation of the hydraulic risk in mountain areas. The
authors highlight the significance of the fluctuations
of the particle flux together with the propagation of
bed forms.

The paper by Gaudio and Calomino reports on
laboratory experiments of transport of incoherent and
cohesive sediments. The experiments were aimed at
detecting the main characteristics of the erosion process
under variation of the bed slope and discharges for a
mixture of sand, silt and clay.

Finally the paper by Geurts deals with a review of
Lagrange-Euler modelization of sediment transport, a
novel methodology well suited to study the phenomenon
at the grain scale.

The authors of papers 1 to 4 co-participate to the
SEDITRANS project together with the author of the
present preface and actors from private companies.

The community of scientists and practitioners working
in the field of sediment transport is wide and variegate
worldwide. The present volume intends to give a
contribution to establish a closer connection between
the community of scientists operating in the field of
theoretical and computational fluid mechanics, and
that of hydraulic and coastal engineering. The aim is
enhancing a forth-and-back transfer of knowledge and
technologies for a rapid progress in the field of erosion
processes.
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Numerical Simulation of Coastal Flow and Sediment
Transport Over Rippled Beds

G. A. Kolokythas, G. A. Leftheriotis and A. A. Dimas

Department of Civil Engineering, University of Patras, Greece,
email: adimas@upatras.gr

Abstract
In this paper, numerical simulations of (a) free-surface
flow, induced by the propagation of nonlinear water
waves, and (b) oscillatory flow over a rippled bot-
tom, coupled with bed and suspended sediment trans-
port, are presented. The simulations are based on the
numerical solution of the Navier-Stokes equations and
the advection-diffusion equation for the suspended load,
while empirical formulas are used for the bed load. For
the wave propagation simulations, a σ-transformation is
applied, while for the coupled oscillatory flow and sus-
pended sediment transport simulations, the Immersed
Boundary (IB) method is implemented for the imposi-
tion of fluid and sediment boundary conditions. Vortex
shedding at the ripple crest generates alternating circula-
tion regions over the ripple trough, while the amplitude
of the bed shear stress increases with increasing ripple
height. Furthermore, the vortices generated on the lee
side of the ripples are highly correlated to the behavior
of the suspended sediment. It is found that the mobility
parameter affects directly both the bed load transport
magnitude and the amount of sediment that is uplifted
in suspension by the flow.

1 Introduction
Bed morphology evolution in the coastal zone is a direct
result of sediment transport induced by the action of
waves and currents. The nearshore, wave-induced flow
interacts dynamically with sandy beaches resulting in
the formation of small-scale bed patterns, called ripples.
Their presence increases the effective seabed roughness,
which in turn affects the near-bed boundary layer hydro-
dynamics, as well as the sediment transport in coastal ar-
eas. Consequently, accurate predictions of the flow struc-
ture and sediment transport rates over rippled beds are
important elements in morphological studies in coastal
marine environments.

1.1 Classification and Dimensions of
Ripples

Coastal bed ripples are classified to rolling-grain ripples,
appearing in flows with low bed shear stress, not much
greater than the critical value for incipient motion, and
vortex ripples, appearing in flows with higher bed shear
stress [1]. In the latter flows, ripples evolve gradually
from rolling-grain to vortex ones, which grow steeper
until an equilibrium state is reached between bed load
transport, ripple steepness (= hr/Lr where hr is the rip-
ple height and Lr is the ripple length) and angle of repose
of sand. Furthermore, it has been reported that rolling-
grain ripples are not found with steepness greater than
about 0.1, since exceeding this value implies separation

of the boundary layer and formation of vortices on ei-
ther side of the ripple crest [2]. Vortex ripple dimensions
are associated to the parameters of the oscillatory flow,
induced by the wave propagation, near the bed. It has
been reported [3] that ripple length and height depend
on the amplitude of the near-bed wave orbital motion,
ao = Uo/ω, where Uo is the amplitude of the near-bed
wave orbital velocity, ω = 2π/T is the wave radial fre-
quency and T is the wave period. The corresponding
amplitude Reynolds number is

Re = aoUo
ν

(1)

where ν is the water kinematic viscosity. For second or-
der Stokes waves, it is deduced that ao = (H/2)sinh(kd)
where H is the wave height, k = 2π/λ is the wavenum-
ber, λ is the wavelength and d is the local water depth.
Ripples are also classified as: orbital, suborbital or anor-
bital [4]. This classification is based on the relationship
between ripple length, Lr, wave orbital amplitude, ao,
and median grain diameter of sand, Dg. Orbital are the
ripples whose length is proportional to ao, and occur for
low values of the ratio ao/Dg(< 500). Anorbital are
the ripples whose length is independent of ao and in the
range 400 < Lr/Dg < 600, and occur for high values
of ao/Dg(> 2, 500). Suborbital are the ripples that oc-
cur between the orbital and anorbital regimes of ao/Dg,
and their length depends on both ao and Dg but with
an undefined relation. Vortex ripples are either orbital
or suborbital [4]. The dimensionless parameters, which
describe the ratio between disturbing (induced by the
waves) and stabilizing (due to gravity) forces exerted on
a sand grain of the bed sediment, are the mobility pa-
rameter

Ψ = U2
o

(S − 1)gDg
(2)

and the Shields parameter

θ = τb
ρ(S − 1)gDg

(3)

where S is the sediment specific gravity, g is the gravi-
tational acceleration, τb is the bed shear stress and ρ is
the water density. Ripple dimensions - relative length
Lr/ao, relative height hr/ao and steepness hr/Lr - are
correlated to the mobility and the Shields parameters
via empirical formulas based on measurements for regu-
lar and irregular waves [3,5,6,7].

1.2 Flow Over Ripples
For oscillatory external flow, both the inviscid [8] and
the viscous [9] dynamics of vortex shedding at the rip-
ple crest and its effect on bed resistance were stud-
ied. For Re ≈ 20, 000, kd = 0.57, Lr/αo = 2.42 and
hr/Lr = 0.159, it was demonstrated both experimen-
tally and numerically in [10] that the lee-wake vortices,
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after they are washed over the ripple crest, are con-
vected opposite to the wave propagation direction. For
0.5 ≤ Lr/αo ≤ 2 and 0.13 ≤ hr/Lr ≤ 0.2, utilizing
a discrete vortex method in [11], it was concluded that
the thickness of the resulting oscillating boundary layer
is considerably larger than the one over a flat bed. For
Re = 1, 005, Lr/αo = 1.33 and hr/Lr = 0.14, the nu-
merical study of the viscous, three- dimensional, instabil-
ity and vorticity dynamics over two- dimensional ripples
with smooth crests in [12] showed that vortex shedding
at the ripple crest becomes three- dimensional and forms
vorticity streaks that eject vorticity upwards. Finally,
for Re = 15, 600, Lr/αo = 1.28 and hr/Lr = 0.18, the
numerical study of the turbulent, three-dimensional, os-
cillatory flow over two- dimensional ripples with smooth
crests and profiles of increasing steepness in [13] con-
cluded that the wave boundary layer thickness over rip-
pled bed increases, while the average wall shear stress
decreases, with increasing ripple profile steepness.

1.3 Sediment Transport

The total sediment load transported in the coastal ar-
eas is divided in two main categories, i.e., bed load and
suspended load. Bed load is defined as the part of the
total load that is in more or less continuous contact with
the bed during the transport. On the contrary, the sus-
pended load is the part of the total load that is moving
without continuous contact with the bed as a result of
the agitation of fluid turbulence [14]. Empirical formulas
for the calculation of bed load transport rates were de-
veloped a few decades ago for steady unidirectional flows
[15,16]. These formulas are based on the concept that the
sediment transport rate can be related to the shear stress
exerted on the bed by the fluid flow. The initiation of bed
sediment motion, in cases of ripple generation from a flat
bed or morphology change of a rippled bed, occurs when-
ever the bed shear stress exceeds a critical value. Studies
of ripples under oscillatory flow date back to the end of
the 19th and the beginning of the 20th century, but it
was not until the late 1950s that large-scale experimental
studies started to take place. Measurements of sediment
concentration near rippled beds in an oscillatory flow wa-
ter tunnel were presented in [17]. The size of the facilities
in more recent laboratory experiments has increased sig-
nificantly compared to earlier works, as well as the qual-
ity and quantity of the data obtained. Since 1990, a se-
ries of new laboratory datasets with measured sediment
transport rates in full- scale, wave-induced, oscillatory
flows became available [18,19,20,21,22,23]. Furthermore,
a number of relevant numerical studies have also been
reported in the literature, employing either a Reynolds-
averaged Navier-Stokes (RANS), or a large-eddy simu-
lation (LES) approach for the fluid flow. Studies with
oscillatory flow conditions, especially using LES, are not
as frequent primarily due to computational cost consider-
ations. For example, in [24] it is demonstrated the ability
of LES to model the time evolution of sediment transport
above idealized ripples. The focus was on oscillatory flow
over 2D straight- crested, and 3D ripples for Re ≈ 2, 400,
based on the channel height of 2.1cm. In [25], the above
work was expanded to ripples of larger scale, highly en-
ergetic flow with amplitude Reynolds numbers on the or-
der of 650, 000, and simulation of the suspended sediment
concentration field. It was concluded that the correlation
between sediment concentration and vertical velocity is
instantaneous, establishing that coherent structures is an
important entrainment mechanism.

1.4 Objectives of Present Study
First, numerical simulations of the free-surface flow, de-
veloping by the propagation of nonlinear waves over a
rippled bed, are presented. The main objective is to in-
vestigate the spatio-temporal variation of the flow struc-
ture in the vicinity of a rigid rippled bed (consisting of
parabolic ripples of various dimensions), and also study
the effect of ripple height on the bed shear-stress. Next,
the focus is on the bed load and suspended sediment
transport induced by pure oscillatory flow over ripples of
various dimensions. The objective is to investigate the
correlation between the behavior of suspended sediment
and the development of the coherent vortices, which
characterize the oscillatory flow over ripples. Moreover,
the influence of the mobility parameter, Ψ, on the distri-
bution of both bed and suspended flux, is examined. In
the following sections, the formulation, the implemented
methodologies and results are presented for the simu-
lated wave-induced and pure oscillatory flow cases.

2 Formulation
2.1 Wave Propagation
The two-dimensional, incompressible, viscous, free- sur-
face flow induced by wave propagation in the coastal
zone, is governed by the continuity

∂ui
∂xi

= 0 (4)

and the Navier-Stokes equations

∂ui
∂t

+ uj
∂ui
∂xj

= − ∂p

∂xi
+ 1
Red

∂2ui
∂xi∂xi

(5)

where i, j = 1, 2, t is time, x1 is the horizontal coordi-
nate, x2 is the vertical coordinate, positive in the direc-
tion opposite to gravity, u1 and u2 are the correspond-
ing velocity components, p is the dynamic pressure and
Red is the Reynolds number. Equations (4) and (5) are
expressed in dimensionless form with respect to the in-
flow depth dI , the gravity acceleration g and the water
density ρ, therefore, Red = (gdI)1/2dI/ν. For viscous
flow, the kinematic and dynamic (normal and tangential
stress) boundary conditions at the free surface are

u2 = dη

dt
= ∂η

∂t
+ u1

∂η

∂x1
(6)

p− η

Fr2 −
2
Red

1 + (∂η/∂x1)2

1− (∂η/∂x1)2
∂u2

∂x2
= pair = 0 (7)

∂u1

∂x2
+ ∂u2

∂x1
− 4 ∂η/∂x1

1− (∂η/∂x1)2
∂u1

∂x1
= τair = 0 (8)

respectively, where η is the free-surface elevation, Fr is
the Froude number, which under the present dimension-
less formulation is equal to one, pair and τair are pressure
and shear stress on the air side, which can be set equal
to zero in the absence of wind. In addition, the no-slip
and non-penetration boundary conditions at the bottom
are

u1 − u2
∂d

∂x1
= 0 u2 + u1

∂d

∂x1
= 0 (9)

respectively, where d is the local bottom depth measured
from the still free surface level.
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2.2 Oscillatory Flow
The governing flow equations are the continuity (4) and
the Navier-Stokes (5) equations. Note that in the case
of oscillatory flow, all variables are rendered dimension-
less using the maximum velocity, Uo , and the amplitude
of the orbital motion, αo, of the oscillatory flow. As a
result, the corresponding amplitude Reynolds number,
expressed by Eq. (1), appears in Eq. (5). At the bot-
tom, the boundary conditions (9) are also imposed, while
a zero Neumann condition (rigid-lid), ∂ui/∂x2 = 0, is
applied at the upper limit of the computational domain.

2.3 Sediment Transport
As mentioned before, both bed load and suspended sed-
iment transport are considered for the case of pure oscil-
latory flow. The bed load transport rate, qb , is expressed
by the normalized variable

ΦB = qb√
(S − 1)gD3

g

(10)

where S is the sediment specific gravity. Here, Φb is
computed by the following semi-empirical formula [26]

Φb =


10π

6

[
1 +

(
1
6
πµd

θ−θc

)4
]−1/4

(
√
|θ| − 0.7

√
|θc|)

for |θ| > |θc|
0 for |θ| ≤ |θc|

(11)
where θc is the critical Shields parameter, the value of
which, for a bed of local slope ∂h/∂x, is obtained by the
following expression [26]

θc = θco√
1 + (∂h/∂x)2

(
sgn(θ) + ∂h/∂x

µd

)
(12)

where θco is the critical Shields parameter for a horizon-
tal bed, µd is the dynamic friction coefficient of sand,
and sgn(θ) = ± is the sign function of θ. Here, θco is
obtained as a function of the dimensionless grain size,
D∗ = Dg[(S − 1)g/ν2]1/3, based on the Shields diagram
[27]. The motion of sediment in suspension is computed
using an advection-diffusion equation for the concentra-
tion, c, of the suspended sediment

∂c

∂t
+u1

∂c

∂x1
+(u2−ws)

∂c

∂x2
= ν

(
∂2c

∂x2
1

+ ∂2c

∂x2
2

)
+fc (13)

where ws is the settling velocity, computed according to
[28], and fc is a source term associated with the imple-
mentation of the IB method for the enforcement of the
bottom boundary conditions.

The bottom boundary condition for equation (13) is
generally specified using a bed load model. From the
physical point of view, the bed load provides the available
sediment which may be suspended. The concentration of
the sediment-water mixture at the top of the bed load
layer is known as the reference concentration. Since it is a
measure of the bed load, in the literature, it is commonly
referred to as cbed or cb. Mathematically, cb serves as
the bed boundary condition for the suspended sediment
concentration equation (13). In the present formulation,
the model in [26] is used

cb = co
(1 + 1/λb)3 (14)

where λb is the linear concentration and co(= 0.65) is
the bed concentration for firmly packed grains.

3 Methodologies
3.1 Wave Propagation:

σ-transformation
Given that the free surface of water during wave propa-
gation is time-dependent, the Cartesian coordinates are
transformed, in order for the computational domain to
become time-independent, according to the following ex-
pressions

s1 = x1 s2 = 2x2 + d− η
d+ η

(15)

where −1 ≤ s2 ≤ 1. In the transformed domain, s2 =
1 corresponds to the free surface and s2 = −1 to the
bottom. For the simplification of the transformed flow
equations, the velocity components are also transformed
in the following way

u1 = v1 u2 = v2 + rv1 = v2 + vη (16)

where r = 0.5[(1 + s2)∂η/∂s1 − (1− s2)∂d/∂s1].

The continuity and Navier-Stokes equations (4) and
(5), and the free-surface and bottom conditions, equa-
tions (6) to (9), are transformed accordingly by the ap-
plication of equations (15) and (16). A detailed presen-
tation of the transformed equations is given in [29].

The flow simulations are based on the numerical solu-
tion of the transformed Navier-Stokes equations, which
are written in the form

∂~v

∂t
= ~A+∇rΠ + 1

Red
4r ~v (17)

where v = (v1, v2), ~A includes all nonlinear terms, ∇r is
the transformed gradient operator, Π = p+(~v ·~v)/2 is the
pressure head and4r is the transformed Laplacian oper-
ator. A fractional time-step scheme, consisting of three
stages, is used for the temporal discretization and a hy-
brid scheme for the spatial discretization. Central finite
differences are applied, on a uniform grid with size ∆s1,
for the discretization along the streamwise direction s1,
and a spectral approximation method with Chebyshev
polynomials along the vertical direction s2. According
to the hybrid scheme for the spatial discretization, each
flow variable F (velocity, pressure etc.), is approximated
as

F (s1, s2, t) =
Nz∑
n=0

Fn(s1, t)Tn(s2) (18)

where Fn is the Chebyshev transformation of F (in the
spectral domain), Tn is the Chebyshev polynomial of or-
der n and Nz is the highest order of Chebyshev poly-
nomials. The transformations between F and Fn are
performed by a Fast Fourier Transform algorithm. The
velocity field is advanced in time by adding successively
the corresponding corrections at each of the three stages
of the time-step. At the first stage of each time-step, the
nonlinear term, A, of equations (17) is treated explicitly
by an Euler scheme. At the second stage, an implicit Eu-
ler scheme is used for the treatment of the pressure head
term, ∇rΠ, of equations (17), which results into a gen-
eralized Poisson’s equation for Π by satisfying the trans-
formed continuity equation as well. The transformed
dynamic (normal stress) free- surface condition and non-
penetration bottom condition are imposed at this stage.
At the third stage, the viscous term, 4r~v, of equations
(17) is treated by an Euler implicit scheme satisfying the
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transformed dynamic (tangential stress) free-surface and
bottom conditions. The pressure field is obtained at the
second stage of the time-step, as mentioned above, while
the free-surface elevation is computed by satisfying the
transformed kinematic boundary condition, at the end
of each time- step.

3.2 Oscillatory Flow: Immersed Bound-
ary (Ib) Method

For the pure oscillatory flow simulations, the introduc-
tion of the rippled bed in the computational domain,
which is discretized with a structured Cartesian grid,
is achieved by means of the so-called IB method. The
implementation of our method follows the one in [30].
The main characteristic of the implementation of the IB
method is that every wall surface within the computa-
tional domain is discretized using marker points with
spacing approximately equal to the local grid size. In
such cases, where the bed surface is not aligned with
the grid, the solution is reconstructed, in the vicinity
of the boundary, in order to enforce the no-slip condi-
tion. Here, the Navier-Stokes equations are discretized
through a two-stage, time-splitting scheme, where an in-
termediate velocity field is computed by:

ûi − uni
∆t = 3

2Hc(uni )− 1
2Hc(un−1

i )+ ∂pn+1

∂xi
+fn+1

i (19)

where Hc is a spatial operator, including the convec-
tive and viscous terms, based on the explicit Adams-
Bashforth scheme, p is the dynamic pressure of the exter-
nal flow and fi represents a source term associated with
the implementation of the IB method for the enforce-
ment of non-slip boundary conditions on the immersed
bed surface. Eq. (19) is valid in the whole computational
domain, which includes the ripple surface. The compu-
tation of the velocity at the next time-step is expressed
by:

un+1
i = ûi −∆t∂δp

∂xi
(20)

where the dynamic pressure correction is computed by
solving the Poisson equation:

∂2δp

∂xi∂xi
= − 1

∆t
∂ûj
∂xj

(21)

which enforces the satisfaction of the continuity equation
for un+1 .

4 Results
4.1 Wave Propagation
Two cases of incoming second-order Stokes waves, with
dimensionless wavenumbers kdI = 1.047 and 0.785,
wave periods T (g/dI)1/2 = 6.95 and 8.75, and the
same wave height H/dI = 0.3, propagating over a rigid
rippled bed, are considered (extra parameters are in-
cluded in Table 1). For both cases, Red = 250, 000 is
considered, which corresponds to dimensionless Stokes
length δs/dI = 0.003, while a third case with Red =
500, 000(δs/dI = 0.002) and wave parameters that coin-
cide to those in Case 1, is also investigated. For each flow
case, several combinations of ripple dimensions were con-
sidered for a total of 14 tests. Specifically, simulations
were performed for ripple characteristics in the ranges of
0.08 ≤ hr/Lr ≤ 0.20 and 1.16 ≤ Lr/ao ≤ 2.08, according

Table 1: Investigated cases of wave propagation over rip-
pled bed

Case 1 2 3
H/dI 0.3 0.3 0.3
λ/dI 6 8 6
T (g/dI)1/2 6.95 8.75 6.95
Red 250,000 250,000 500,000
kdI 1.047 0.785 1.047
ao/dI 0.120 0.173 0.120
Re 3.258 5.350 6.517

Figure 1: Sketch of a typical vortex ripple

to laboratory and field data in the orbital regime [14,31].
In all tests, the initial shape of the vortex ripples was
assumed to be parabolic (Fig. 1).

As shown in the sketch of the computational domain
(Fig. 2), a flat inflow region of length λ and constant
depth dI , is followed by the rippled bed region of length
0.5λ, which in turn is followed by the flat outflow region
of length 5λ and constant depth dI . An absorption zone
of length 4λ before outflow ensures that the reflection of
waves at the outflow boundary is minimized [32]. The
numerical parameters are ∆s1 = 0.0125, Nz = 128 and
∆t = 0.002.

Typical snapshots of the velocity and vorticity field
in the vicinity of two successive ripples, at four time in-
stants during a wave period T , are presented in Fig. 3.
The flow separates along the wave propagation direction
at each ripple crest, and forms a recirculation region on
the downslope side of the ripple, when a wave crest prop-
agates above the ripple crest [Figs 3(a)-(b)]. Separation
opposite to the wave propagation direction leads to the
formation of a recirculation region on the upslope side
of the ripple, when a wave trough propagates above the
ripple crest [Figs 3(c)-(d)].

The spatial distribution of the friction coefficient, f =
2τb/ρU2

o = 2θ/Ψ, at two time instants of a wave period is
shown in Fig. 4, for relative ripple height hr/ao = 0.173
and 0.416. The amplitude of the friction coefficient vari-
ation increases substantially in the rippled region, es-
pecially near the ripple crests, and this increase is pro-
portional to the ratio of ripple height to wave orbital
amplitude, hr/ao. The wave friction factor, fw, which
is defined as the maximum absolute value of the fric-

Figure 2: Computational domain for simulation of wave
propagation over rippled bed
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Figure 3: Snapshots of velocity (vectors) and vorticity (contours) field in the vicinity of two ripples of relative length
Lr/ao = 2.08 and height hr/ao = 0.416

tion coefficient during the wave period, near the rip-
ple crests was fw = 0.06 for ripples of hr/ao = 0.173
and fw = 0.128 for hr/ao = 0.416, while at the ripple
troughs was fw = 0.027 and 0.023, respectively. The
values of fw at the ripple trough are smaller than the
one (fw = 0.032) at the flat bed upstream of the ripples
(Fig. 2) due to the effect of the separated flow. This ef-
fect weakens with the decrease of the ripple steepness. It
is noted here that the predicted value of the wave fric-
tion factor fw = 0.032, at the flat bed, agrees well with
the one (fw = 0.035) obtained for a flat bed for pure
oscillatory flow at the same Re = 3, 258 [33].
Typical contours of the spatio-temporal evolution of f

along one ripple and during one wave period are depicted
in Fig. 5. It is indicated that the highest - positive and
negative - values of f occur very close to the ripple crest
during the first and third phase quarters, t/T = 13 −
13.25 and 13.5 − 13.75, respectively. During the second
and fourth phase quarters, t/T = 13.25−13.5 and 13.75−
14, respectively, which correspond to the formation of the
recirculation regions (Fig. 4), the local maxima - negative
and positive - of f occur at the downslope and upslope
sides of the ripple, respectively.

4.2 Oscillatory Flow
The computational domain with the immersed ripple
boundary is shown in Fig. 6. The length of the com-
putational domain is equal to three ripple lengths (Lr),
while the height of the computational domain is equal

Figure 4: Friction coefficient distribution, at two time
instants of a wave period, for ripples of relative height
(a) hr/ao = 0.173 and (b) hr/ao = 0.416
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Figure 5: Spatio-temporal distribution of friction coef-
ficient along a ripple during the 14th wave period for
ripples of length Lr/ao = 2.08 and height hr/ao = 0.416

Figure 6: Sketch of the computational domain used in
the simulations of oscillatory flow over ripples

to two ripple lengths. The grid spacing in the stream-
wise direction, ∆x1/ao, is uniform and equal to 0.004,
while the grid spacing in the vertical direction, ∆x2/ao,
varies from 0.001 to 0.002 and 0.004, as one moves away
from the bottom. As a result, the domain has a max-
imum number of 2472 × 2750 grid points. Considering
that, in the present simulations the wall friction coeffi-
cient is |f | < 0.2, the grid spacing given in wall units is
∆x+

2 = ∆x2u
∗/ν < 1.58, and ∆x+

1 = ∆x1u
∗/ν < 6.32,

where u∗ = Uo(|f |/2)0.5. Therefore, the flow close to
the wall is well resolved.
The flow is driven by a uniform pressure gradient at

Re = 5, 000, while again ripples of parabolic shape with
sharp crests were examined (Fig. 1). The ripple charac-
teristics, i.e., the ratio of the ripple length to the orbital
motion amplitude, Lr/αo , and the ratio of the ripple
height to the orbital motion amplitude, hr/αo were cal-
culated according to [31]

hr
ao

= 0.275− 0.0022Ψ0.5

Lr
ao

= 2.2− 0.345Ψ0.34 (22)

for three different values of the mobility parameter, (Ψ =
4, 10, 40) and the results are presented in Table 2.

Results of coupled simulations of oscillatory flow, sed-
iment transport (bed and suspended), are presented.
Each simulation starts with the fluid and the sediment
at rest. First, flow results are presented. Typical snap-
shots of the vorticity field over three successive ripples for
mobility parameter, Ψ = 10, are presented at four time
instants in Fig. 7. During each half-cycle, vortices are
generated at the lee side of the ripple. At flow reversal,
the lee vortex is ejected from the bed.

Table 2: Ripple characteristics determined according to
mobility parameter

Ψ Lr/αo hr/αo
4 1.647 0.231
10 1.445 0.205
40 0.991 0.136

4.3 Sediment Transport
Next, results of sediment transport are presented for sed-
iment with relative median grain diameter, ao/Dg, equal
to 500, and specific gravity S = 2.65. The concentration
of suspended sediment for oscillatory flow over ripples,
for mobility parameter, Ψ = 10, is illustrated in Fig. 8
at the same time instants as in Fig. 7. Initially, bed
sediment is set in motion and becomes eligible to be sus-
pended near the crests where bed shear stress is high.
The suspended sediment rise is correlated to the level
reached by the vortices of the flow. Between flow rever-
sals, sediment is carried up to the ripple crest and then
hurled out over the lee vortices. At flow reversal, sed-
iment is hurled up by the vortices ejected at the same
time instant. These results are in agreement with mea-
surements of sediment concentration near rippled beds
in an oscillatory flow water tunnel [17]. Specifically, our
results agree reasonably well with the observations in
[17] about both vortex creation and ejection, as well as
the variation of concentration during half-cycle and at
flow reversal. Similar findings about vortex formation-
ejection and sediment plume formation are presented in
[25], which are in accordance to our results.

The bed flux, ΦB , and suspended flux, ΦS , [defined
according to Eq. (10)] distribution in the region between
two ripple crests during an oscillatory period for Ψ = 10
is presented in Fig. 9. In this case, suspended load is the
dominant transport mechanism. High negative values
of suspended flux at t = 3T/4 are due to the plume
of sediment ejected at flow reversal, while high positive
values at t = T , are due to the sediment which is hurled
out over the lee vortices.

Next, comparison results are presented for different
values of the mobility parameter Ψ. Fig. 10 and Fig. 11
show that the concentration and the uplift of the sus-
pended sediment, as well as the bed load transport mag-
nitude, are amplified, with increasing values of the mobil-
ity parameter. Obviously, this result is due to increase of
the instantaneous Shields parameter, and the reduction
of the settling velocity, ws, which are directly coupled
with the increase of the mobility parameter Ψ.

5 Conclusions
First, the free-surface flow, developing by wave propaga-
tion over a bed with ripples of parabolic shape and sharp
crests, was considered. It was found that flow separation
at the ripple crest generates alternating circulation re-
gions and vortices in the ripple trough always carrying
momentum upwards. The amplitude of the bed shear
stress in the rippled region of the domain increases with
increasing relative ripple height. Next, coupled simula-
tions of pure oscillatory flow, sediment transport (bed
and suspended) were performed. The IB method was
employed for the imposition of the fluid and sediment
boundary conditions at the rippled bed. It was found
that the behaviour of suspended sediment is highly corre-
lated to the development of the coherent vortices, which
characterize the oscillatory flow over ripples. Sediment is
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Figure 7: Vorticity field (3T/4 ≤ t ≤ 6T/4 and Ψ = 10)
at T/4 increments from top to bottom. Dashed lines
correspond to negative vorticity values

hurled over these vortices until the end of each half-cycle
of the period. At flow reversal, the lee vortex is ejected
from the bed and throws up a plume of sediment. Finally,
it was observed that when mobility parameter increases,
the concentration and the uplift of the suspended sedi-
ment, as well as the bed load transport magnitude, are
substantially enhanced.
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Abstract
In the first part of this paper, a two-phase flow model
for sediment transport is introduced, based on a mix-
ture theory for fluid–saturated granular materials. This
model consists of balance laws of mass and linear mo-
mentum for both the sediment and the interstitial fluid
and an additional equation for the distribution of particle
concentration. The second part of this paper is devoted
to numerical aspects of the two-phase flow model in hand
and, more specifically, we present a multi-phase projec-
tion method, endowed with an interface detection-and-
treatment methodology, for its numerical integration. In
the final part of this paper, results from numerical studies
on gravity–driven flows of erodible, subaqueous granular
beds down inclined planes are presented. These results
constitute important sanity tests for the assessment of
the predictive capacity of the two-phase flow model in
hand.

1 Introduction
Sediment transport in coastal areas causes significant
morphological changes that can amplify the effects of
floods and related inundation hazards. Such unmiti-
gated, and often undesirable, morphological changes in-
crease the risk of failure of near-shore structures. There-
fore, they can result in human and animal fatalities, sub-
stantial economic losses, and alteration of ecosystems.
Coastal sediment transport is induced by the inter-

action between turbulence and the solid particles that
comprise the sediment. Due to the permeability of the
sediment, the interstitial fluid (water) can penetrate it,
thus forming a heterogeneous, immiscible mixture. As
water flows through and over the sediment, it exerts both
normal and shear stresses that engender its erosion.
Modelling of sediment transport is a challenging is-

sue because of the complex interactions between water
and sediment, the non-Newtonian behaviour of the lat-
ter, and the multitude of spatial and temporal scales that
are associated with the flow. Traditionally, in sediment
transport studies, the motion of the fluid is modelled
either via the shallow water equations [1], or the Boussi-
nesq equation [2], or the Navier-Stokes equations [3].
These equations are then coupled with (semi)empirical
formulas for bed sediment transport [4] and an advec-
tion/diffusion equation for the suspended sediment [5].
In fact, as regards bed sediment transport, the employ-
ment of (semi)empirical formulas extends to both the
incipient motion and the sediment flux [6].
Nonetheless, such single-phase flow models and their

incarnations, cannot properly account for the interac-

tions between the solid particles and water. To over-
come this difficulty, one has to resort to two-phase flow
models. The compelling advantage of such models is
that they take into consideration the dynamics of both
phases and subsume mass and momentum balance laws
that are valid both in and over the sediment. Typically,
the derivation of two-phase models is based either on
an averaging or on a mixture-theory approach. The av-
eraging approach employs aspects from kinetic theories
and is based on modifying the equations of motion of
a single constituent to account for the presence of the
other constituents and then averaging these equations
over space and/or time. On the other hand, mixture the-
ories treat the mixture as a multi-component continuum
and adopt a non-equilibrium thermodynamic formalism
for the derivation of the balance equations for each phase.
This is achieved by employing the constraints imposed by
the entropy inequality law in order to derive constitutive
relations for the irreversible phenomena that take place,
such as, viscosity, heat transfer, phase interactions, etc.

In this paper, we introduce a two-phase flow model for
sediment transport derived from the continuum theory
for fluid–saturated granular flows of Papalexandris [7].
This theory constitutes a generalization of the theory
of irreversible processes; see, for example, Lebon et al.
[8], to open and interacting subsystems with microstruc-
ture. The resulting model is valid for both compress-
ible and incompressible flows while simultaneously tak-
ing into account the stresses that are developed in the
granular medium due to its miscrostructure and the dis-
tribution of grains in space. The incompressible limit of
this model has been formally derived by Varsakelis and
Papalexandris in [9], upon generalization of low-Mach
number asymptotics to multi-phase flows.

Following the presentation of the two-phase flow
model, we shift our attention to its numerical integra-
tion and we delineate an algorithm for two-phase con-
tinua, that has been recently proposed by Varsakelis and
Papalexandris [10]. This algorithm belongs to the class
of projection-type methods, suitably extended to two ve-
locity – two pressure models. One important aspect of
this algorithm is its capacity to treat strong material in-
terfaces associated with steep gradients of particle con-
centration. Finally, we assess the predictive capacity of
the model of interest via numerically investigating the
evolution of a subaqueous erodible bed in inclined con-
figurations.
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2 The Two-Phase Flow Model for
Sediment Transport

We consider an isotropic granular material, saturated by
a simple fluid, that occupies a domain Ω. Further, we
assume that both phases have constant density. Then,
according to Varsakelis and Papalexandris [9], the gov-
erning equations of the mixture read, in non-dimensional
form,

Mass and momentum balance equations for the granular
phase,

∇ · us = 0 , (1)

ρsφs
dus

dst
+∇(φsps) = 1

Re
∇ · (µsφs V v

s )

−∇ · (Γs∇φs ⊗∇φs)
+ pf∇φs + δ (uf − us)
+ ρsφsg . (2)

Mass and momentum balance equations for the fluid
phase,

∇ · ((us − uf )φf ) = 0 , (3)

ρfφf
duf

df t
+∇(φfpf ) = 1

Re
∇ · (µfφf V v

f )

− (pf∇φs + δ (uf − us))
+ ρfφf g . (4)

Compaction equation,

dφs

dst
= 0 . (5)

Here, the subscripts “s” and “f” denote the granu-
lar and fluid phase, respectively. Further, ρi, φi and
ui = (ui1 , ui2 , ui3) , i = s, f are the density, volume
fraction and velocity vector of the phase i. Also, ps and
pf are the “dynamic” pressures of the granular and fluid
phase, respectively; they are completely equivalent to the
pressure term that appears in the Navier-Stokes equa-
tions. Additionally, µi is the viscosity coefficient of the
phase i and g is the gravity vector. We note that µs,
which describes the rheology of the granular material, is
not constant but depends, among others, on the particle
concentration.
The operators d

dit = ∂
∂t + ui · ∇ and Vv

i stand for the
material derivative and the traceless deviatoric part of
the deformation tensor of phase i, i = s, f , respectively.
The above governing equations are closed by the satura-
tion condition,

φs + φf = 1 . (6)

The momentum exchange between the two phases is rep-
resented by the combined term pf∇φs + δ(uf −us), ap-
pearing in the right-hand side of the momentum equa-
tions 2 and 4, albeit with opposite sign. More specifically,
the term δ(uf−us) models the interphasial drag exerted
on the solid particles by the fluid, with δ being the inter-
phasial drag coefficient. Further, the non-conservative
product pf∇φs models nozzling effects and its presence
is dictated by thermodynamic considerations.
The term Γs∇φs ⊗ ∇φs, whose divergence enters the

momentum equation of the granular phase, 2, is the so-
called configuration stress tensor and, accordingly, Γs is

the configuration stress coefficient. This tensor repre-
sents stresses developed from rearrangements in the dis-
tribution of the interfacial area density. Moreover, it
constitutes the non-dissipative part of the Cauchy stress
tensor of the granular material. At equilibrium, its off-
diagonal components model shear stresses that such ma-
terials support due to their micro-structure.

2.1 A Numerical Method for the
Two-Phase Flow Model

Varsakelis and Papalexandris [10] proposed an algorithm
for the integration of equations 1–5; see also the more re-
cent article of Varsakelis et al. [11]. This algorithm con-
stitutes a generalization of projection-type methods on
collocated grids to two-phase flow models and employs a
predictor–corrector scheme the integration in time. Due
to the presence of two momentum equations, a double
projection is employed; one for each velocity vector. Ac-
cordingly, a Poisson equation and a second-order elliptic
PDE with variable coefficient are solved at both the pre-
diction and the correction stages for the computation
of the pressures of the granular and fluid phase, respec-
tively. The generalized flux–interpolation method pro-
posed in Lessani and Papalexandris [12] is employed for
the integration of the convective terms to remedy the
well-known odd–even decoupling phenomenon. Addi-
tionally, stiffness problems due to steep volume–fraction
gradients in the vicinity of material interfaces are treated
via a regularization method. Schematically, the flow-
chart of the algorithm reads:

i) The values of the volume fraction, φs are computed
by integrating the compaction equation 5 via the
multi-dimensional upwind scheme of Colella [13].

ii) The algorithm searches for interfaces by checking
the magnitude of ∇φs. In the vicinity of the inter-
face, the predicted values of φs are replaced by those
of smoother, compactly supported function obtained
through a parabolic regularization.

iii) A projection method is employed for the computa-
tion of the the granular pressure ps and velocity us.
In particular, the pressure ps is computed via solv-
ing numerically a Poisson equation. Once ps has
been computed, us is calculated via the standard
Helmholtz decomposition.

iv) In our case, uf is not divergence free; see equation
3, which requires a generalization of the standard
projection method. This results in a second order
elliptic PDE with variable coefficients for the pres-
sure pf . Once pf is computed, then uf is calculated
via the Helmholtz-Marsden decomposition.

3 Numerical Results
In this section, the two-phase flow model at hand is em-
ployed to investigate the motion of an subaqueous erodi-
ble granular bed down an inclined plane. The objective
of this numerical study is twofold. First, to systemat-
ically study the properties of the flows of interest and
gain physical insight on the mechanisms that drive their
evolution. In this respect, emphasis is placed on the de-
formation of the material interface between the granular
bed and the interstitial fluid lying above it. Second, to
assess the predictive capacity of the model in hand for
the flows of interest.
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(a)

(b)

(c)

For clarity purposes, all dimensional variables are de-
noted with a hat symbol, “ˆ”.

3.1 Mixture Parameters and
Computational Set-up

We consider a mixture of water with coarse sand. The
sand is assumed to be monodisperse and its diameter d̂p

is taken equal to 1mm. The densities of water and sand
are ρ̂f = 1000 kg/m3 and ρ̂s = 2200 kg/m3, respectively.
As regards the configuration stress coefficient Γs, we

assume the following expression,

Γ̂s = k̂2ρ̂sφs . (7)

Here, k̂2 is a (strictly positive) material-dependent con-
stant and its value should be obtained experimentally.
However, systematic experimental measurements for k̂2
have yet to appear in the literature. On the other
hand, Varsakelis and Papalexandris [14] estimated nu-
merically the value of k̂2 by computing the equilibrium
distributions of granular materials and the forces act-
ing on them. On the basis of this study, we choose
k̂2 = 4× 10−5 m4/s2.
For the rheology of the granular material we opt for

the experimental correlation derived by Savage [15],

µ̂s = µ̂′sφs

(φc − φs)2 , (8)

where the parameter φc represents the maximum packing
of grains. Following Passman et al. [16], the value of
µ̂′s is set equal to 723 kg/(m · s). The blow-up of 8 at

φs = φc is intended to represent the “jamming” effect
that grains experience upon attaining their maximum
packing. However, the effects of this singularity have
not been explored, either theoretically or numerically.
For this reason, we have assumed that φc = 1, so that
µs remains bounded. On the other hand, the interstitial
fluid, water, is assumed to be a simple Newtonian fluid
at constant temperature. As such, its viscosity is taken
to be constant and equal to µ̂f = 1× 10−3 kg/(m · s).
As regards the interphasial drag coefficient δ̂, the force

density exerted by the fluid on the particles is approxi-
mated by the drag on a sphere moving at constant speed
at low Reynolds numbers. This results in the following
expression for δ̂,

δ̂ = φs 18 µ̂f

d̂2
p

Q(Rep) . (9)

For the function Q(Rep), the empirical relationship pro-
posed by Rowe [17] is used,

Q(Rep) =
{

1 + 0.15 Re0.687
p , Rep < 1000 ,

0.01833 Rep, Rep ≥ 1000 ,
(10)

where Rep is the particle Reynolds number, defined with
respect to the relative grain velocity, i.e.,

Rep = ρ̂f d̂p

µ̂f
|ûs − ûf | . (11)

In our study, all physical parameters are non-
dimensionalized as follows. The phasial densities and
pressures have been non-dimensionalized with respect to
the density of water, ρ̂ref = 1000 kg/m3, and atmo-
spheric pressure, pref = 105 Pa, respectively. Also,
the initial thickness of the granular layer, ĥ, and the
reference velocity uref =

√
ĝ ĥ have been used for the

non-dimensionalization of lengths and velocities, respec-
tively. Further, the viscosity coefficients have been non-
dimensionalized with respect to the mixture’s viscosity
µref = (ρsφs,inµs+ρfφf,inµf )/(ρsφs,in+ρfφf,in), where
φs,in stands for the initial distribution of particles. For
the problem in hand, µref ≡ 608 kg/(m · s) and, ac-
cordingly, the Reynolds number of the flow is equal to
approximately 0.2.

3.2 Subaqueous Granular Bed Inclined
at 30o.

The unsteady, gravity-driven flow of a subaqueous erodi-
ble granular bed on a plane inclined at 30o, with the
above mixture parameters, has been studied via direct
numerical simulations in Varsakelis and Papalexandris
[18]. Herein, we confine ourselves to a brief presentation
of the the main findings and refer the reader to [18] for
additional information. For the sake of completeness, we
also discuss the computational set-up of the numerical
experiments.

The mixture is placed on the surface of a plane inclined
at an angle 30o to the streamwise direction. A Cartesian
coordinate system is employed with x1 the streamwise
and x3 the normal direction. The dimensions of the com-
putational domain are l = 20 and 4 in the streamwise and
normal directions, respectively and an equidistant mesh
of 500 × 100 cells is used for its discretization. Finally,
we set ∆t = 0.005 ∆x3.

As regards boundary conditions, the flow is assumed to
be periodic in the streamwise (x1) direction, with period

16 ERCOFTAC Bulletin 100



equal to l. At the bottom of the computational domain,
which coincides with the inclined plane, the no-slip con-
dition is prescribed for the phasial velocities and zero-
Neumann conditions are prescribed for both the phasial
pressures and the volume fraction. On the other hand,
the top boundary of the computational domain is con-
siderably far from the material interface. For this rea-
son, at this boundary, the free-slip boundary condition is
applied for the phasial velocities whereas zero-Neumann
conditions are assigned to the phasial pressures and the
volume fraction.

(d)

(e)

(f)

Figure 1: Iso-contours of particle concentration φs. (a)
t = 24.5, (b) t = 30, (c) t = 37, (d) t = 43, (e) t = 49,
(f) t = 73. The material interface deforms into a series
of long waves due to the onset of the Kapitza instability.
The Kapitza waves are transformed into skewed, vortex
ripples that grow in time and also coalesce. Eventually,
the fluid velocity becomes large enough in the neighbour-
hood of the interface and the ripples are washed out

For the initial condition of the particle concentration,
we consider a dense (φs = 0.7) granular layer of con-
stant thickness h = 1, placed on the inclined plane. This
profile is superimposed to a sinusoidal perturbation of
period l and amplitude h/5, so as to trigger the erosion
of the material interface. Outside the granular bed, the
domain is filled with water. As regards the initial condi-
tions for the other variables, we assume that the entire
mixture is at rest so that the flow is induced by gravity.
Figures 1(a)–1(f) show the particle concentration at

various time instances. Our simulations show that the
evolution of the flow can be divided into three distinct
phases. The first phase, which lasts until approximately
t ' 36.7, is characterized by the onset of the Kapitza
instability and the deformation of the material interface

into a series of long waves. In the second phase, which
starts at t ' 36.7 and lasts until t ' 62, the Kapitza
waves transform into skewed vortex ripples. As the flow
evolves, the ripples grow and eventually coalesce. In the
third phase, which spans from t ' 61.2 until the termi-
nation of the simulation, the high fluid velocities wash
out these ripples and a layer of rapidly moving particles
forms at the material interface.

Let us1 denote the normalized, streamwise–averaged,
granular velocity component, in the streamwise direc-
tion. 2 shows plots of us1 , against depth x3, at differ-
ent time instances. The velocities are maximized at the
material interface. Away from it they decrease to zero,
however, no rigid body motion is observed, even close to
the inclined plane. This result is in very good agreement
with the analysis of Andreotti and Douady [19], which
asserts that, for angles of inclination a ≥ 25o, the flowing
height reaches the inclined plane.

2 additionally yields that the predicted velocity pro-
files collapse very well to a master linear curve that has
small negative curvature at the vicinity of the material
interface; this is evidence that the flow evolves in a self–
similar manner. According to previous experimental and
numerical studies on dry granular flows with large an-
gles of inclination, the profiles of us1 are approximately
linear, with positive curvature at the upper part and
negative curvature at the lower part; see, for example,
Andreotti and Douady [19]. Further, these studies show
that for a ≥ 30o, the profiles become predominantly lin-
ear. Self-similar behaviour has also been reported in the
experiments of dry granular avalanches of Bonamy et
al. [20]. Our simulations provide the first evidence that
these properties extend over to unsteady flows of fluid-
saturated granular materials as well. Finally, it is worth
noting that the aforementioned similarity between the
us1 profiles in dry and fluid-saturated granular flows has
already been confirmed experimentally for steady flows;
see Jain et al. [21], Doppler et el. [22] and others.

The examination of the vorticity field of the fluid pro-
vides important information about the nature of the ob-
served ripples. Figures 3(a)–3(c) depict iso-contours of
the magnitude of the fluid phase vorticity field at times
t = 30, 43 and 73, respectively. The shearing of the gran-
ular medium by the interstitial fluid engenders vortex
shedding from the material interface. These vortices are
skewed, with their streamwise-diameter being nearly ten
times large than the normal one, and undergo streami-
wise elongation as the flow evolves. Moreover, since the
observed vortices are located downstream each ripple’s
crest,in accordance with Bagnold’s classical terminology,
the ripples are actually vortex ripples.

4 Conclusions
In the present article, a two-phase model for sediment
transport has been presented. This model is derived from
a particular mixture theory for fluid–saturated granular
materials and comprises balance laws for both the fluid
and the granular phase plus an additional equation that
governs the evolution of the volume fraction. Further,
it properly accounts for the momentum exchanges be-
tween the two phases in a thermodynamically consistent
manner. Also, the model of interest allows for non-zero
shear stresses at zero shear rates, which constitutes an
important characteristic of granular materials.

Following the exposition of the two-phase flow model,
an algorithm for its numerical treatment has been pre-
sented. This is a predictor–corrector numerical method
that employs a double projection for the computation
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Figure 2: Granular velocity profiles us1 plotted against
depth at various times. The predicted velocities collapse
onto a master linear curve, with a slightly negative cur-
vature close to the material interface. This collapse in-
dicates that the flow evolves in a self-similar manner
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Figure 3: Iso-contours of the vorticity field of the fluid
phase at (a) t = 30.6, (b) t = 43, (c) t = 73. Vortical
structures are observed over the material interface. At
t = 43, when the ripples have been formed, lee vortices
are formed downstream the crest of each ripple

of the phasial velocities and pressures; one for each ve-
locity vector. For the numerical treatment of material
interfaces, the algorithm is combined with an interface
detection-and-treatment methodology which is based on
a local regularization scheme.
The predictive capacity of the two-phase flow model

of interest, has been assessed via direct numerical simu-
lations of a gravity–driven flow of an erodible, subaque-
ous granular bed down an inclined plane. Overall, the

numerical predictions adduce that the two-phase flow
model at hand can reproduce the important characteris-
tics of the flows of interest.
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Abstract
The flow resulting from an instantaneous removal of a
vertical barrier initially separating different levels of fluid
and granular material, extending indefinitely on both up-
and downstream directions, constitutes a useful idealiza-
tion of dam-break flows over mobile beds composed of
cohesionless sediment. These herein called geomorphic
dam-break flows, have been shown to exhibit discontinu-
ities other than the downstream progressing wave-front.
Of particular importance is the jump that forms, for
some combinations of initial conditions and bed gran-
ular material, near the location of the vertical barrier.
In this text, the discontinuities occurring in geomorphic
dam-break flows are investigated in the framework of the
shallow-flow theory. The main objective is to identify its
generation mechanism, namely if they are susceptible to
be described by Riemann waves or if they are flow fea-
tures caused by momentum sources, namely friction, or
by phenomena beyond the shallow-flow theory. Experi-
mental results are presented and compared with a the-
oretical weak solution of the governing equations given
initial discontinuous data conforming to a Riemann prob-
lem. The classification of the discontinuities follows the
comparison between the observed and calculated flow
features for the same initial conditions. Two types of
discontinuities are found, one purely described by a non-
linear wave inherent to the solution of the Riemann prob-
lem and one generated by fluid-granular interactions not
included in the shallow-flow idealisation.

1 Introduction
In this text, geomorphic dam-break flows are defined as
shallow-flows resulting from the rapid release of stored
water and sediment into a channel with a mobile granu-
lar bed, causing important morphological changes in the
downstream valley. Such flows propagate in the form
of a bore, a type of wave-front, often laden with sed-
iment, which, given the involved length scales, can be
considered a discontinuity [1]. The speed of this discon-
tinuity, along with the maximum water depth associated
to the dam-break flow, have been studied at length, as
they constitute important elements for downstream risk
assessment [2, 3, 4, 5].
The wave-front may not be the only discontinuity in

geomorphic dam-break flows. A hydraulic jump occur-
ring near the location of the dam was reported in the
early mobile-bed experiments of Chen and Simonds [6].
More recently, Capart and Young [7] drew attention to an
upstream-progressing jump seen to form at early times
at the dam location. For some combinations of initial
conditions and bed material, the experimental results
of [4], [8] or [9] also exhibit discontinuities forming at

the vicinity of the dam and travelling at much smaller
velocities than the wave-front. The experiments per-
formed in these works may not provide a coherent body
of data, since the shape, the dimensions of the flumes
and the methods to remove the vertical barrier are too
distinct. Thus, on safe grounds, only one observational
result can be assertively uttered: on prismatic rectan-
gular mobile-bed channels, geomorphic dam-break flows
resulting from the instantaneous removal of a vertical
dam exhibit, for some combinations of initial conditions
and bed material, a jump that forms near the location
of the dam at early times and whose velocity is slower
than that of the wave-front. This discontinuity will be
henceforth called a 2-jump.

The characterization of the wave-front benefits from
more than one hundred years of theoretical and experi-
mental studies (for the review of early results, cf. Stoker
(1957), [10], pp. 22-22). Quite on the contrary, the
amount of empirical results concerning the 2-jump is
much limited and theoretical results are almost non-
existent Spinewine and Capar [9].

In this text, the discontinuities occurring in geomor-
phic dam-break flows are investigated. Special empha-
sis is placed on the quantification of the variables that
describe the 2-jump. The thorough phenomenological
characterization of these discontinuities will not be at-
tempted. The main objective is to understand whether
they are susceptible to be described by Riemann waves
of the weak solution of the homogeneous part of the gov-
erning equations, based on the shallow-water theory, or
if they are flow features whose mathematical description
requires a formal treatment beyond the shallow-water
theory, namely the introduction of vertical accelerations.
Empirical evidence, experimental results described in
Amaral (2004) [11], is compared with the solution of the
governing equations, as presented by Ferreira (2005) [12],
pp. 396-430.

The classification of the discontinuities follows the
comparison between observed and calculated flow fea-
tures for the same initial conditions. If the solution of
the homogeneous conservation equations (based on the
shallow-water theory) does not seem to describe occur-
ring flow discontinuities, it is concluded that phenomena
not included in the inertial and flux terms of the gov-
erning one-dimensional equations is responsible for the
2-jump.

2 Conceptual Model
The conservation laws of sediment and global mass and
of global momentum describing flows over cohesion-
less granular beds can for shallow-flow as detailed in,
e.g., [12, 13]. Such framework will be considered valid
for the description of geomorphic dam-break flows (see
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also [14, 9]). Following Ferreira et al. (2009), [13],
the one-dimensional conceptual model employed in this
study features a layered structure with i) a lowermost
layer, the bed, composed of grains with no appreciable
vertical or horizontal mean motion, ii) the contact-load
layer, where sediment concentrations approach satura-
tion and iii) an upper layer, essentially constituted of
clear water.
In what concerns flow resistance and the interaction

between the bed and the contact-load layer, Fraccarollo
and Capart [1] showed that there is a time window where
the effects of flow friction are negligible and were local
equilibrium is a valid approximation for sediment trans-
port. Although the results of Fraccarollo and Capart
(2002) [1] are strictly valid for erosional flows and for a
particular conception of a frictional time scale, it will be
assumed that there is indeed a time window for which ge-
omorphic dam-break flows feature equilibrium sediment
transport and are only marginally affected by bed fric-
tion. The one-dimensional conservation equations be-
come homogeneous and are susceptible to be written in
the following quasi-conservative form

∂t (h+ Yb) + ∂x (hu) = 0 (1)

∂t (amhu) + ∂x

(
acu

2
chc + u2

shs + g
( 1

2h
2
s+

1
2ach

2
c + hshc

))
+ g (achc + hs) ∂x (Yb) = 0 (2)

∂t ((1− p)Yb + Cchc) + ∂x (Chu) = 0 (3)
where t and x are the independent variables time and lon-
gitudinal coordinate, respectively, h is the water depth, u
is the depth averaged flow velocity, Yb is the bed elevation
(the latter three are the primitive dependent variables),
hc, uc and Cc are, respectively, the thickness, the depth-
averaged velocity and the flux-averaged concentration of
the contact-load layer, hs and us are, respectively, the
thickness and the depth-averaged velocity of the upper
flow layer, am = 1+(s−1)C, ac = 1+(s−1)Cc, s is the
specific gravity of the sediments, C is the flow-averaged
sediment concentration, p is the bed porosity and g is
the acceleration of gravity. The conservative variables of
the system are h+ Yb, amhu and (1− p)Yb + Cchc.
In the stratified flow idealization of Ferreira et al.

(2009) [13], the equilibrium bedload discharge is qs =
Ccuchc. Assuming that hc is related to the the flux of
kinetic energy associated to the fluctuating motion of
transported grains, its closure equation is

hc

ds
= m1 +m2θ (4)

where θ is Shields number andm1 andm2 are parameters
that should depend on the mechanical properties of the
sediment particles, on its diameter and density and on
the viscosity of the fluid. Ferreira (2005) [12], pp. 283–
285 and Ferreira et al. (2009) [13] proposed that, for a
given fluid, for a certain ranges of Shields numbers and
grain diameters and for granular materials such as sand
and plastic pellets, m1 and m2 may show little variation
with particle properties and can be considered constants.
In this textm1 = 1.5 andm2 = 5.5. This is in accordance
with the data of [15].
Shields number θ is defined as Cfu

2/
(
ρ(w)g(s− 1)ds

)
,

where Cf is the friction coefficient. Ferreira et al.
(2009) [13] proposed that Sumer et al. (1996) [15] sheet-
flow data could be used to express flow resistance in ge-
omorphic flows such as those resulting from the collapse
of a dam over mobile beds. Reorganising the data, they
noted that, at the highest shear stresses, the friction co-
efficient could be fitted by u

ωs

ds

h , where ωs is the terminal

fall velocity of the particles and ds is the particle diam-
eter, and that the mean of the highest values were 0.02.
The velocity of the mixture in the contact layer is

parametrized as in Ferreira et al. (2006) [16]:

uc = u

(
hc

h

)1/6
. (5)

Should there be an imbalance between the actual and
the capacity bedload discharges, there will be a vertical
displacement of the bed. Ferreira et al. (2009) [13] ar-
gued that this would be a result of an imbalance between
collisional and frictional stresses in a thin sub-layer at
the base of the contact-load layer. If these stresses are
in equilibrium, a formula for Cc can be derived:

Cc = θ

tan(ϕb) (m1 +m2θ)
(6)

where tan (ϕb) is the dynamic friction angle of the gran-
ular material (the ratio between normal and shear gran-
ular stresses [17].

Equations (4), (5) and (6), along with the equation for
the friction coefficient, close the system of conservations
laws (1), (2) and (3). Other choice of closures is likely
to change quantitatively the solution of the system, as
seen in Canelas et al. (2013) [18], but the structure of
solution remains unchanged.

3 Solution of the Riemann
Problem

Condensed in vector notation, the homogenous part of
the conservation laws (1), (2) and (3) form the first order
hyperbolic system

∂t (V (U)) + ∂x (F (U)) + A∂x (V (U)) = 0 (7)

where V : Rx ]0,+∞[ → R3 is the vector of depen-
dent primitive variables, U : R3 → R3 is the vector
of conservative variables, F : R3 → R3 is the conser-
vative flux vector, A∂x (V (U)) : R3 → R3 is the vec-
tor of non-conservative fluxes, A is a matrix such that
A23 = g (achc + hs) and Aij = 0, (i, j) 6= (2, 3).
Should the collapse of a dam be idealized as an instan-

taneous removal of a vertical barrier initially separating
two constant states featuring given values of elevations of
bed and free-surface, as seen in Figure 1, the mathemat-
ical expression of the geomorphic dam-break problem is
a Riemann problem cast as equation (7) subjected to the
initial condition

U0 ≡ U (x, t = 0) =
{

UL if x < 0
UR if x ≥ 0 (8)

where subscripts L and R stand for left and right states,
respectively, defined as in Figure 1.

There is no result guaranteeing the existence and unic-
ity of the solution to the Cauchy problem represented by
governing equations of the conceptual model and any
complete set of initial conditions. However, under strict
conditions, Glimm’s theorem [19] can be employed to
demonstrate the existence and unicity of weak solutions
of Riemann problems. Ferreira (2005) [12], pp. 361–363,
showed that weak solutions for the particular Riemann
problem formed by equations (7) and (8) exist but they
are not unique. This is so because equations (1) to (3)
cannot be written in pure conservative form. Indeed,
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Figure 1: Initial conditions of the dam-break problem.
The involved variables are: Y , the water elevation, h
the water depth, Yb the bed elevation and u, the depth-
averaged flow velocity. The subscripts L and R stand for
the initial left and right states, respectively

Figure 2: Wave structure of the weak solution of the
Riemann problem constituted by system (7) subjected
to the initial conditions (8). Left: solution of type A;
right: solution of type B

term g (achc + hs) ∂x (Yb) represents a source of momen-
tum and is not reducible to a conservative flux (thus
precluding the direct application of Glimm’s theorem).
In fact, existence can only be asserted if A is linearized
across discontinuities. Thus, the solution depends on the
specific linearization carried out. The Rankine-Hugoniot
jump conditions derived from the integral form of equa-
tion (7) become

(Ud −Uu)Sj = (F d − F u) + A∗ (Ud −Uu) (9)

where Sj is the velocity of the shock associated to the
λ(j)−characteristic field, A∗ is the linearized matrix A
and the subscripts d and u stand for “downstream" and
“upstream", respectively. A consistent linearization can
be obtained by averaging the terms across the disconti-
nuity.
The weak solution of system (7) subjected to (8),

in which U0 expresses the geometry seen in Figure 1,
admits two types of self-similar solutions, A and B,
depending on the values of hL, YbL and hR. Their
wave structure, represented in the x − t plane, can be
seen in Figure 2. All characteristic fields are genuinely
non-linear, as demonstrated in Ferreira (2005). In
accordance to Lax theorem, both solutions comprise
three non-linear waves separated by constant states.
Herein, the eigenvalues associated to the eigenvectors of
system (7) are ordered such that λ(1) > λ(2) > λ(3).

Solution of type A comprises one expansion wave
associated to the λ(3)−characteristic field and two
shock waves, associated to the λ(2)− and the
λ(1)−characteristic fields. Constant state 1 separates
the waves associated to λ(2)− and λ(1)−characteristic
fields. Constant state 2 separates the expansion wave
associated to λ(3)−characteristic field and the wave as-
sociated to λ(2)−characteristic field. The celerity of the

shock associated to the λ(1)−characteristic field is desig-
nated S1 and the velocity, flow depth and bed elevation in
constant state 1 are, respectively u1, h1 and Yb1 . Con-
comitantly, the celerity of the shock associated to the
λ(2)−characteristic field is designated S2 and the veloc-
ity, flow depth and bed elevation in constant state 1 are,
respectively u2, h2 and Yb2 .
Solution of type B comprises two expansion waves as-

sociated to the λ(3)− and λ(2)−characteristic fields, and
one shock wave, associated to the λ(1)−characteristic
field. As in solution A, constant states 1 and 2 sep-
arate the non-linear waves, with the same definitions.
The variables that characterize the constant states keep
the same designations. Note that, in this solution, there
is no definition of S2.

The flow profiles corresponding to the wave structures
of Figure 2 are shown in Figure 3.

Solution of type B, first studied by Fraccarollo and Ca-
part (2002) [1] in the wake of Fraccarollo and Armanini
(1999) [20], does not admit 2-jumps. On the contrary, in
the solution of type A, the shock associated to λ(2) is a
flow feature that may be associated to the 2-jump.

Figure 3: Flow profiles corresponding to the weak solu-
tion of the Riemann problem constituted by system (7)
subjected to the initial conditions (8). Left: solution of
type A; right: solution of type B. The flow regions are: w
- clear water/suspended sediment layer; c - contact load
layer and b - bed

It is noted that the shock associated to the
λ(2)−characteristic field in solution of type A represents
a negative jump in the flow depth and a positive, aggra-
dational, jump in the bed elevation. The direction of
propagation and the type of morphological impacts fea-
tured by the observed jump provide the fundamental cri-
teria to decide whether it is a flow structure describable
by a Riemann shock or one that requires different concep-
tualization. The key result is the following: geomorphic
hydraulic jumps that migrate upstream and that are as-
sociated to scour in the bed are clearly not described
by the 2-jumps generated by the sediment dynamics in-
cluded in equations (1) to (3).

The behaviour of the solution with the increase of the
initial jump at x = 0 is now assessed and compared with
Stoker’s (1957) classic solution. In particular, the ve-
locity of the shock associated to the λ(1)−characteristic
field is compared with the value of the reference velocity
represented by Ritter’s solution for the velocity of the
dam-break wave-front, 2

√
gh0.

Dimensional analysis reveals that the self-similar lon-
gitudinal profile of any flow variable Ui is determined by
the following parameters

Γi = Πi

(
α′, δ′, s, tan(ϕb), ds

L∗

)
(10)

where
α′ ≡ hR + |min (0, YbL)|

hL +max (0, YbL) (11)
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Figure 4: Geometric and cinematic features of the shock
associated to the λ(1)−characteristic field and of the first
constant state. a) Strength of the shock expressed in
terms of water depths; b) velocity of the shock S1; c)
strength of the shock expressed in terms of bed eleva-
tion and d) velocity in the constant state, u1. Grey
thick line stands for the Stoker’s (1957) solution. Or-
ange dotted line signals the boundary between solutions
of types A and B. Solution computed for PVC pellets
with ds = 0.001 m, s − 1 = 0.58 and tan(ϕb) = 0.32.
Initial conditions comprise YL = 0.25 and YbR = 0.0

and
δ′ ≡ YbL

hL +max (0, YbL) (12)

The length scale implicit in (11) and (12) is L∗ = hL +
max (0, YbL) From this length scale, time and velocity
scales can be derived. It is obtained T∗ =

√
L∗
g and U∗ =

√
gL∗, respectively. Note that, for positive δ′, L∗ = YL.
Hence, the for constant s, tan(ϕb) and relative sub-

mergence of the particles, ds/L∗, the behaviour of the
solution can be assessed in the α′-δ′ space, thus allow-
ing for a direct comparison with the classic theoretical
results of Stoker (1957) [10]. Figures 4 and 5 show the
geometric and cinematic features of the waves associated
to the λ(1)− and λ(2)−characteristic fields and adjacent
constant states as a function of α′ and δ′.
Figure 4(a) shows that the strength of the shock asso-

ciated to the λ(1)−characteristic field, expressed in terms
of water depths, decreases as δ′ increases. The magni-
tude of the bed discontinuity (Figure 4c) associated to
the same shock also decreases as δ′ becomes larger. As
for the flow velocity in the first constant state, u1 (4b),
and the shock velocity, S1 (4d), both cinematic variables
decrease as the initial bed step increases. This fact is
particularly obvious in the case of the dam-break wave-
front velocity S1.
It is also observed that, for small values of δ′ (less

than, say, 0.04), the theoretical solution of the geomor-
phic shallow-water equations is only distinguishable form
Stoker’s solution only if α′ is small. In particular, for
α′ = 0, it can be proved that the shock associated to the
λ(1)−characteristic field has a finite value [12], contrarily
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Figure 5: Geometric and cinematic features of the shock
associated to the λ(2)−characteristic field and of the first
constant state. a) Strength of the shock expressed in
terms of water depths; b) velocity of the shock S2; c)
strength of the shock expressed in terms of bed eleva-
tion and d) velocity in the constant state, u2. Grey
thick line stands for the Stoker’s (1957) solution. Or-
ange dotted line signals the boundary between solutions
of types A and B. Solution computed for PVC pellets
with ds = 0.001 m, s − 1 = 0.58 and tan(ϕb) = 0.32.
Initial conditions comprise YL = 0.25 and YbR = 0.0

to the fixed-smooth bed case, in which Ritter’s solution
features a wave-front of vanishing height. Indeed, it is
observable in Figure 4 that, as α′ → 0, both h1 and Z1
converge to finite values while the limits of u1 and S1
are different from Ritter’s result for the velocity of the
wave-front 2

√
gYL.

The influence of increasing the value of δ′ is thus to
reduce the magnitude of the wave associated to the
λ(1)−characteristic field, slowing down is velocity and
diminishing its strength. Two causes may be at the root
of this behaviour: i) the dynamics of the wave associated
to the λ(2)−characteristic field may represent an energy
loss for the overall flow and ii) the influence of inertia
of the sediment, evermore important as δ′ increases,
may add inertia to the overall flow. Hypothesis (i)
may be validated, in its essential traits, by noting
that a) it is only in the realm of solution of type A
(that actually features a dissipative discontinuity, the
geomorphic hydraulic jump) that the influence of δ′ in
the reduction of the velocity of the bore is relevant and
b) the strength and the celerity of the shock associated
to the λ(2)−characteristic field are increasing functions
of δ′.

This last aspect can be seen in Figures 5(a), (b) and
(c). It is also seen that (Figure 5d) that the velocity
in the second constant state also strongly increases as a
function of δ′, irrespectively of the type of solution.
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Table 1: Summary of the initial data for experimental
tests

hL YbL hR L∗ α′ δ′

Name (m) (m) (m) (m) (−) (−)
25_-05_00 0.30 −0.05 0.00 0.30 0.167 −0.167
35_-05_00 0.40 −0.05 0.00 0.40 0.125 −0.125
25_00_00 0.25 0.00 0.00 0.25 0.000 0.000
35_00_00 0.35 0.00 0.00 0.35 0.000 0.000
35_05_00 0.30 0.05 0.00 0.35 0.000 0.143
25_05_00 0.20 0.05 0.00 0.25 0.000 0.200
35_10_00 0.25 0.10 0.00 0.35 0.000 0.286
25_05_05 0.20 0.05 0.05 0.25 0.200 0.200
35_10_10 0.25 0.10 0.10 0.35 0.286 0.286

4 Comparison with experimental
evidence and discussion

Experimental work took place in the laboratory of hy-
draulics of the Department of Civil and Environmen-
tal Engineering of the Université catholique de Louvain,
Louvain-la-Neuve, Belgium. The experimental tests were
performed in 6 m long and 25.1 cm wide horizontal chan-
nel. The dam was simulated by a vertical gate, placed
at 3 m from the extremities, whose movement is directed
downwards [3]. A manually activated trigger releases the
pressure of 7 bar, generated in a compressor, required to
open the gate at a speed of about 5 ms−1. The maxi-
mum non-dimensional time necessary to open the gate is
t∗0 = t0

√
9.8

max(hL) = 0.4 where t0 is the maximum time
necessary to open the gate andmax(hL) is the maximum
initial water depth behind the gate.
The experimental texts were recorded in digital video

by a CCD camera acquiring 200 fps with the resolution of
512x1024. The flow was fully recorded in the downstream
reach of the channel. Upstream the gate, only the first
0.8 m were recorded as explained in Amaral (2004) [11].
The sediment particles employed in the tests were

PVC pellets with s = 1.56 kg m−3. The equivalent
diameter of a PVC particle – the diameter of a sphere
with the same volume – is 3.9 mm. The dimensions
of the particles exhibited little variability. All tests
featured a piecewise horizontal bed. In accordance
with Figure 1, the datum was set to the level of the
downstream bed. It is important to note that the
downstream bed was saturated in all tests, even if
hR = 0. The initial conditions for the nine experimental
tests shown here, described with the variables presented
in Figure 1, are shown in table 1.

The raw video-footage data obtained from the tests al-
lowed for the determination of longitudinal flow profiles
(details in [11]) where three surfaces were identified: a)
the free surface, b) the boundary between the transport
layer and the clear water layer and c) the boundary be-
tween the bed and the transport layer. The profile of
the water depth was computed as the difference between
the the free surface and the bed. From the water depth
profiles, it was possible to estimate the location and the
strength of the observed discontinuities at each instant.

The observed longitudinal flow profiles are shown in
Figures 6 – solution of type B – and 7 – solution of type
A. The theoretical profiles, calculated from the weak so-
lution of system (7) given the initial conditions discrim-
inated in table 1, are also shown in these Figures, su-
perimposed to the flow profiles. Both the experimental
profiles and the theoretical solutions are shown in self-

similar co-ordinates.
It is observed that the thickness of the contact load

layer and the minimum bed elevation are correctly es-
timated in almost all tests. Naturally, phenomena per-
taining to soil mechanics, namely slope stability and en
masse bed movement, could not have been reproduced by
the theoretical solution since the governing equations do
not incorporate formulations for those phenomena. The
steep slopes featured by the weak solutions at the end of
the expansion wave associated to the λ(3)−characteristic
field in Figures 6e), f) and g) are the Riemann-wave ideal-
isation of the gentler slopes featured by the observed pro-
files. The sharp bed step could not be maintained by the
cohesionless bed material; a fracture surface was formed
at the toe of the step with the inclination of the rest angle
of the particles; finally the sediment above this fracture
surface entered the contact load layer and was eventu-
ally deposited further downstream. A simple mechanism
accounting for this mass failure was proposed and tested
in numerical solutions by several researchers [9, 18, 21]
but it is not relevant for the present discussion.

In the tests with a negative bed step (6a and b) the
theoretical solution captures the bed profile reasonably
well. It is observed that a steep positive slope results
from the initial discontinuity. Presumably, it is the flow
that provides the extra shear force to maintain the bed
slope larger than the submerged rest slope.

The instability of the initial bed step in the experi-
mental texts shown in Figure 7 obeyed same same mech-
anisms already explained for the tests depicted in Figures
6e), f) and g). However, because of the presence of a layer
of water downstream, the transport capacity is much
lower and the flow does not evolve into a debris-flow-
like wave-front. Hence, the bed material resulting from
the initial bed step failure is deposited almost instan-
taneously at the toe of the step and, as the flow looses
memory of the gate movement, becomes a bed disconti-
nuity progressing downstream along with the jump in wa-
ter surface. As a result, the bed profile calculated along
the expansion wave associated to the λ(3)−characteristic
field is, in these tests, a better description of the observed
profile.

The effect of flow resistance is perceived in the ob-
served profiles inasmuch they are not truly self-similar.
This is particularly true for the flows depicted in Figures
6. Furthermore, it is noticed that Froude similarity does
not completely determine the flow profiles. If that was
the case, parameters α′ and δ′ would suffice to deter-
mine the profiles. Instead, it is observed in Figures 6c)
and d), whose profiles are both characterized by α′ = 0
and δ′ = 0, that neither the velocity of the wave-front
nor the overall shape of the profile are exactly the same
for the two types of flows. The differences are, however,
negligible in the time window under consideration.

In both solutions, the shock associated to the
λ(1)−characteristic field is physically identifiable with
the wave-front (see Figures 6 and 7). As for the 2-
jumps, their existence and the variables that character-
ize them were determined in accordance to the princi-
ples explained above. It is clear that tests 25_-05_00,
35_-05_00 and 35_00_00 (Figure 6a, b and d)develop
2-jumps that progress upstream. Tests 25_05_05 and
35_10_10 (Figure 7a and b) develop 2-jumps that move
downstream. In other words, the 2-jump may not al-
ways be identifiable by the shock associated to the
λ(2)−characteristic field in the solution of type A. In-
deed, it is clear from Figures 2 (left) and 7 that this
is a downstream progressing shock, while the observed
2-jumps often migrate upstream.
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Figure 6: Flow profiles. Solution of type B. Profiles correspond to tests a) 25_-05_00; b) 35_-05_00; c) 25_00_00;
d) 35_00_00; e) 35_05_00; f) 25_05_00; g) 35_10_00. Solid thick lines ( ) stand for the theoretical solution
while solid thin lines ( ) stand for the observed profiles

The dynamics and the kinematics of the wave-front
are sufficiently well described by the Rankine-Hugoniot
jump conditions, equations (9) with j = 1. Indeed, the
strength of the wave-front, defined as hR − h1, remains
approximately constant throughout the duration of the
experimental test (see Figure 7) which enables a mean-
ingful comparison between the weak solutions and the
experimental profiles.
The velocity of the wave-front, however, decreases over

time, as seen in Figure 8, especially for the tests for
which hR = 0 (Figure 8a to 8f). This fact prompted
Leal et al. [2] to describe the path of the wave-front in

the xt plane as a 2nd order equation. There is no appre-
ciable decrease in the velocity of the wave-front in the
experiments for which hR > 0. This suggests that bot-
tom friction is the main responsible for the delay of the
wave-front.

Since bottom friction is not included in the weak solu-
tion of 7, in order to delay the velocity of the wave-front
in the theoretical solution it is necessary to increase the
factors that affect S1 in 9. Such factors are related to the
inertia of the contact load layer and are expressed by its
thickness and the sediment concentration. Given that
tan(ϕb), m1 and m2 are constants, a good agreement
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Figure 7: Flow profiles. Solution of type A. Profiles correspond to a) 25_05_05; b) 35_10_10. Solid thick lines
( ) stand for the theoretical solution while solid thin lines ( ) stand for the observed profiles

of the observed and the calculated wave-front velocity
requires a good estimate for the friction coefficient Cf .
The current formulation apparently leads to the increase
of the flow depth in the first constant state (the state
upstream the λ(2)−shock). As seen in Figure 9, the the-
oretical shock strength is consistently overestimated, for
the same initial conditions.
Fraccarollo and Capart [1] noticed that the wave-front

propagates as an erosional shock. Since it is associated
to the λ(1)−characteristic field, it is fundamentally a
hydrodinamically-driven shock: the bed jump is com-
paratively small. On the contrary, Ferreira [12], showed
that the λ(2)−shock is always an aggradational shock
in which morphodynamics is of paramount importance.
Since the influence of the variables that describe sedi-
ment dynamics is strong in the λ(2)−characteristic field,
the dynamics of the associated shock are fundamentally
determined by the solid phase: the λ(2)−shock progresses
with the velocity of propagation of the jump in the bed,
much slower than the wave-front.
The experimental work revealed that only the tests

depicted in Figure 7 featured 2-jumps susceptible to
be identified with the λ(2)−shock. These downstream-
progressing discontinuities are driven by the dune-like
advancement of a sharp-edged bed wave. The strong cou-
pling between hydrodynamic and morphodynamic vari-
ables in the λ(2)−characteristic field is revealed by the
fact that the strength of the shock is of the same magni-
tude in both types of variables.
Because of the correct coupling between hydrodynamic

and morphodynamic variables, the results of the weak so-
lution are a good reproduction of the observed behaviour,
especially in what concerns the shock velocity (see 8g and
h). The shock strength is less well reproduced. As seen
in Figure 9, the shock strength is overestimated by the
theoretical solution. This is mainly due to the fact that
the weak solution overestimates the bed elevation in the
2nd constant state.
It is proposed that 2-jumps that occur in geomorphic

dam-break flows whose mathematical description is
a weak solution of type A are well described by the
λ(2)−shock. Its dynamics traduce the equilibrium of
the flux and inertial terms across the shock, being the
gravity-related term included in the flux terms, once
linearized in accordance with equation 9.

Other types of 2-jump were found in the experimental
tests whose profiles are depicted in Figures 6. The math-
ematical description of these tests is a weak solution of
type B. When α = 0 the solution is necessarily of type
B. If α > 0 and δ < 0, the solution is also of type B. It

follows from the fact that type B solutions exhibit a con-
tinuous wave associated to the λ(2)−characteristic field,
that any 2-jump developing from such initial conditions
can not be described by the jump conditions (9).

Alcrudo and Benkhaldoun [22] developed a theoreti-
cal solution for the dam-break flow over fixed bed with
a discontinuity in the dam location. Their solution fea-
tures an extra discontinuity, a jump born in the source
term that describes the force of gravity. Such discontinu-
ity is impossible in mobile bed problems, as the deriva-
tive of the bed elevation, ∂x (Yb), ceases to be treated
as a source. Thus, the origin of these 2-jumps must be
searched in interaction between the bed and the flow in
the first instants.

It is observed that these 2-jumps are associated with
important scour at the vicinity of the dam. Capart and
Young [7], working with almost neutrally buoyant par-
ticles (s = 1.05), observed a 2-jump with these proper-
ties and whose upstream velocity is comparable to those
shown in Figures 8a), b) and d). They proposed that
bottom friction could be a cause of the jump, by slowing
down the wave-front. Mathematically, the characteris-
tics in the λ(2)−characteristic field would fold backwards
in the x − t plane until converging into a compressive
shock. Capart and Young [7] backed these model with
the early studies of Dressler [23] on the influence of bot-
tom friction. Numerical experiments carried out for fixed
and mobile beds [12] have shown that it is always possi-
ble to find continuous solutions even in the presence of
very large bottom friction. It is thus unlikely that this
2-jump is mainly originated by the compressing of the
λ(2)−characteristic field under the effect of friction.

Chen and Simonds [6] report an upstream progressing
2-jump in a bed featuring an initial positive bed step.
They believe that the jump is originated by the increased
flow velocity over the bed discontinuity, as it would occur
in a weir. Although their initial conditions are difficult to
interpret, their results may be used to state the case for
the influence of two-dimensional effects in the first stages
of the flow. A highly accelerated parcel of flow directed
downwards would originate an scour hole, not explain-
able by the shallow water theory. Once formed, this ac-
celerated flow region would progress upstream, a process
similar to the knickpoint migration. This would explain
the 2-jump observed in test 35_00_00 (Figure 6d).

The jumps seen in the tests featuring an initial neg-
ative bed step, 25_-05_00 and 35_-05_00 (Figures 6a
and b) may also owe to two-dimensional flow effects. An
accelerated parcel of flow directed upwards would be sus-
ceptible to slow down the flow in the vicinity of the bed
jump, thus provoking the free surface elevation seen in
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Figure 8: Calculated and measured non-dimensional
shock paths. a) α = 0.167, δ = −0.167; b) α = 0.125,
δ = −0.125; c) α = 0.0, δ = 0.0 (features tests with
ds/L∗ = 0.0129 and ds/L∗ = 0.0180); d) α = 0.0,
δ = 0.143; e) α = 0.0, δ = 0.200; f) α = 0.0, δ = 0.286;
g) α = 0.200, δ = 0.200; h) α = 0.286, δ = 0.286. Solid
lines ( ) stand for the calculated path of the λ(1)−
and the λ(2)−shocks; open circles (◦) stand for the mea-
sured path of wave-front; solid circles (•) stand for the
measured path of the 2-jump. In sub-Figure c), the con-
vention is maintained for the test with ds/L∗ = 0.0129;
for the test with ds/L∗ = 0.0180, the dashed line (- - -
-) stands for the calculated path of the λ(1)−shock and
the open squares (�) stand for the measured path of the
wave-front

Figure 9: Calculated and measured non-dimensional
shock strengths in terms of flow depths. Open circles
(◦) stand for the wave-front; solid circles (•) stand for
the 2-jump

Figures 6a) and b). The hydrodynamic response to com-
patibilize the supercritical and subcritical flow regimes
thus created would be forming a jump. It would progress
upstream in an antidune-like movement.

5 Conclusion
The present study attempted to contribute to the charac-
terization of the discontinuities observed in geomorphic
dam-break flows. Special attention was conceded to the
often observed 2-jump that forms at early times at the
location of the dam.

A comparison between experimental flow profiles and
the weak solution of the dam-break Riemann revealed
that there is a class of 2-jumps whose mechanics are sus-
ceptible to be described by the Rankine-Hugoniot condi-
tions of the shock associated to the λ(2)−characteristic
field. The distinctive traits of these 2-jumps are its pos-
itive velocity of propagation and, in what concerns bed
morphology, its aggradational nature.

When the weak solution features an expansion wave
in the λ(2)−characteristic field, the causes of the 2-jump
must be searched outside the realm of phenomena de-
scribed by the homogeneous one-dimensional governing
equations. It is observed that these 2-jumps migrate up-
stream and are associated to scour holes. Possible expla-
nations comprise: i) frictional effects combined with non-
equilibrium sediment transport and; ii) two-dimensional
flow effects. More likely, a combination of the preceding
effects may be the cause of these 2-jumps.
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Abstract
Sediment overfeeding may induce important changes in
the structure of the near-bed region of gravel-bed river
flows, mainly in what concerns exchange of momentum
and mass between the flow within the riverbed roughness
elements and the flow in the upper regions. Although
the turbulent structure of flows over gravel- bed rivers
is object of several previous studies, it is not well-known
how statistics characterizing coherent turbulence events
responsible by the generation of turbulent shear stresses
are affected by bed load transport in flows over hydrauli-
cally rough beds with low relative submergence. This
study is aimed at bridging this research gap. It is based
on two-dimensional instantaneous velocity data, in the
stream-wise and vertical directions, acquired with Parti-
cle Image Velocimetry in a laboratory flume. Two tests
simulated framework gravel beds with sand matrixes, one
of which fed with sand at near capacity conditions. The
framework, immobile under the imposed flow conditions,
consists of coarse gravel whose diameters range between
0.5 cm and 7 cm. Matrix and imposed sand feature a me-
dian diameter of 0.9 mm. For both tests, the quadrant
threshold analysis technique was employed and trans-
ported momentum were analyzed and discussed in what
concerns their intensity distribution for events in the four
quadrants, and for several positions within the flow. It
is shown that under mobile bed conditions, sweeps are
dominant in the turbulence production in the pythmenic
region of the flow. In the outer region of the flow, this is
independent from the channel bed; in the overlapping in-
termediate layer, between the inner region and the pyth-
menic region, the flow characteristics depend on the po-
sition in relation to the crests and troughs of the bed.

1 Introduction
Sediment mechanics, in particular the processes in-
volved in erosion, transport and deposition of sediment
particles, greatly depend on local flow hydrodynamics.
Sediment transport rates determine river morphody-
namics at a wide range of scales and, closing the loop,
river morphology influences hydrodynamics, also at
a wide range of scales. In spite of the existence of a
large body of research on this looping chain of phenom-
ena, fundamental questions remain unsolved in what
concerns turbulent flow organization under sediment

transport conditions. In particular, the effects of sedi-
ment transport on the coherent structures of turbulence
that develop on boundary layers, frequently designated
as the bursting cycle [24], are still poorly known. Initial
interest on coherent structures in wall-bounded flows
has been sparkled by the desire to understand the
structure of near-wall turbulence and how it determines
Reynolds shear stresses and turbulence production ([3],
[19], [18], [13], [2]). Following [3], [30] and [20], these
coherent structures have been frequently interpreted as
events organized periodically in the time domain that
imprint its signature on the time series of Reynolds
shear stresses, hence the designation of bursting cycle.
Conditional sampling techniques, namely quadrant
threshold analysis [24], allow for detecting the events of
the cycle as interactions of two orthogonal components
of the instantaneous velocity, (u′1, u′3) for instance, in
the four quadrants of a 2D Cartesian referential. Usual
terms are: outward interaction (Q1, u′1 > 0, u′3 > 0),
ejection (Q2, u′1 < 0, u′3 > 0), inward interaction (Q3,
u′1 < 0, u′3 < 0) and sweep (Q4, u′1 > 0, u′3 < 0). Ejec-
tions and sweeps entail quite different flow kinematics
but both contribute to the increase of the absolute
magnitude of Reynolds shear stresses.

A considerable body of research has been dedicated
to understand the formation of coherent structures in
wall- bounded flows, mostly from the study of the dy-
namics of hairpin vortexes (see [31] and reviews in [22]),
and to provide comprehensive experimental and theo-
retically characterizations [26], [14], including new tax-
onomies [21], [9].

Specific advances have been achieved in the exper-
imental characterization of flows over hydraulically
rough beds, employing Acoustic Doppler Velocimetry
(ADV, ADVP), Laser Doppler Anemometry (LDA) or
Particle Image Velocimetry (PIV). Investigating flow
over gravel beds under moderate relative submergence
with ADVP, [23] found out that sweeps are produced
dominantly within the interfacial region centered on the
plane of the crests of roughness elements, in which the
velocity profiles are inflectional. They also found that
space-averaged value of mean momentum carried by
ejections becomes less relevant towards the bed, rela-
tively to that of sweeps. Analyzing ADV measurements
of flows over gravel beds with ks/h = 18 (where ks is
the length scale of roughness elements), [4] conformed
the result that ejections become less relevant near the
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bed, relatively to sweeps; however, contrarily to [23]
they found that the momentum transported by ejections
decreases fast below the plane of the crests.

Less information is available for hydraulically rough
flows with small relative submergence. PIV data of [16]
seems to indicate that, in these flows, larger-scale
flow structures are formed by superimposition and
coalescence of numerous smaller structures, which
confirms the generality of the model of [31]. Performing
a Galilean decomposition [1], [16] and [17] observe that
shear layers from flow separation in individual roughness
elements are the forcing responsible for the instabilities
that will ultimately generate coherent structures, which
is compatible with the findings of [23] for larger relative
submergences.

The link between sediment transport and coherent
structures associated to a bursting cycle was pointed
out early in the study of [13]. Concerning this issue,
advances were accomplished by [15], employing LDA
to measure flow statistics over a smooth sand bed.
They observed that the presence of intense intermittent
sediment transport increases the extreme values of shear
stress while the flow becomes more organized in the
second and fourth quadrants, mainly increasing the
importance of sweep events to turbulence production.
The period between events of the second and fourth
quadrants (shear stress producing events) decreases
considerably in the presence of sediment transport,
producing more frequent ejection and sweep events.

More recently, [8], explored an LDA database of flows
hydraulically over hydraulically rough beds, mobile
and immobile, under moderate relative submergences
enough to exhibit a logarithmic layer. They found that
the momentum transported by very strong sweeps and
also by extreme ejections increase in the mobile bed
case. However they found no important differences in
the duration and frequency of the events. A general
trend of increase of relative importance of sweep events
towards the bed was registered. Studying flows over
hydraulically rough beds at threshold conditions with
ADV, [5] confirm that in the near-bed flow region
sweeps become the dominant mechanism for sediment
entrainment. They also confirm that the duration and
frequency of Q2 and Q4 is smaller in mobile beds in is
the smooth-bed case of [15].

The purpose of this work is to contribute to the
understanding of coherent structures that develop in
gravel-bed channels with low relative submergence and
to assess the influence of sand transport on the dynamics
of these structures. The study is dedicated to all four
types of events in the bursting cycle that contribute
to the of Reynolds shear stresses. The joint study of
flows over framework-supported gravel beds with low
relative submergence and sand transport constitutes the
key novelty. Under these conditions Townsend’s wall
similarity [29] is not likely to hold, indicating that shear
stress producing mechanisms may differ from those
of high relative submergence. This research addresses
also the effect of sand transport within the random
array of surface roughness elements, namely its po-
tential to disrupt the mechanisms triggering instabilities.

To accomplish the proposed objective, laboratory
flume tests were conducted and 2D instantaneous veloc-
ity fields (streamwise and vertical directions) were mea-

Figure 1: Flow structure proposed for permeable rough
porous poorly sorted gravel-sand beds with sediment bed
load. h stands for the flow depth, Zb stands for the
boundary zero elevation, Zc stands for the highest crest
elevation, Zs stands for the elevation of the free-surface
and Zt is the elevation of the deepest through

sured with PIV. The flow is studied based on a quadrant
threshold analysis described by [24] and modified by [8].
Mean values and histograms of event duration, maxi-
mum shear stress, transported momentum and period
of occurrence of all the four types of events were quan-
tified. The sensitivity of the transported momentum to
the sampling threshold the events is herein presented and
discussed, allowing a physical insight on the influence of
the occurrence of sediment transport on the turbulence
organization of flows over gravel-bed beds. Further and
complementary results on the statistical analysis of shear
stress events, ensuing from the very same experiments,
may be found in [28], and further details on the experi-
mental tests and data analysis can be found in [27].

2 Characterization of the
Physical System

The model proposed in [6] for the vertical flow structure
of permeable, rough porous poorly sorter, gravel-sand
beds with sediment load is herein considered (Figure 1).
It features a flow layer, the pythmenic region, where
the flow is determined by the particular geometry of
bed roughness elements and, possibly, the amount and
size of moving particles. Different flow regions overlap
as the phenomena that characterizes them does not
cease to exist abruptly. The overlapping layer between
the pythmenic and inner regions, near the crests of the
roughness elements, is assimilable to the “jet layer“,
as described by [11] or the layer where instabilities
leading to coherent structures are generated [16]. Also,
interaction of characteristics from both pythmenic and
inner regions generates strong momentum fluxes in
vertical and spanwise directions [7].

In the inner region, the flow is directly governed by
the bed roughness in its lowermost region and indirectly
in its uppermost region. It is assumed that the friction
velocity is the velocity scale responsible for the momen-
tum transfer from the outer to the inner layer, thus valid
for both flow regions [25], [8].
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3 Experimental Setup and
Methods

3.1 Laboratory Facilities
Experimental tests were performed recurring to the
Recirculating Tilting Flume (CRIV), at the Laboratory
of Hydraulics and Environment of Instituto Superior
Técnico, Universidade de Lisboa. The flume has a
rectangular cross section 408 mm wide, 500 mm height,
and effective length of 12.5 m. It is composed of
ten 0.5 m height glass panels, in each sidewall, that
allow acquiring experimental data recurring to flow
visualization. The flume slope is adjustable between
−1/200 and +1/40, by means of a motorized system.

The recirculation is made through a pressure circuit,
incorporating a centrifugal pump with a maximum
discharge of 220 m3/h. Free surface oscillations are
eliminated at the inlet by means of a wooden board.
The water level and uniform flow conditions in the
subcritical regime were set and controlled by a venetian
blind gate at the outlet which is tuned using a screw pole.

At a distance of 2.5 m downstream from the inlet, a
conveyor belt imposed a constant sediment feed. The
belt was equipped with a structure that allowed con-
trolling the sediment discharge by regulating its velocity
and the thickness and width of the sediment streak. A
polystyrene board was used to eliminate any free surface
disturbance resulting from the introduction of sediments
in the stream.

3.2 Measuring Instrumentation
The experimental tests required measurements of free
surface elevation, bed topography and instantaneous flow
velocity maps in both longitudinal and vertical direc-
tions. The free surface elevation and bed topography
profiles were obtained with a point gauge with 0.1 mm
of precision. Flow discharge in the system was mea-
sured by an electromagnetic flow-meter inserted in the
recirculating circuit. Instantaneous flow velocity maps
were acquired non-intrusively by means of a PIV sys-
tem. The PIV encompasses a 30 mJ Nd:YAG 532 mm
double-cavity (pulsed) laser, a CCD camera with a res-
olution of 1600 × 1200 pixel and an acquisition system.
The laser is shaped through cylindrical lenses providing
a 2 mm thick light sheet. The system operation is per-
formed with time between pulses and sampling frequency
controlled by the user. Spurious velocity data were de-
spiked using the phase-space thresholding method [12],
adapted for PIV data.

3.3 Characterization of the Tests
Two tests were performed, for which instantaneous flow
velocity maps were collected under uniform subcritical
flow conditions. The tests were named S3 and S4, re-
spectively in mobile bed and immobile bed conditions,
and their main defining parameters are shown in Table
1.
In Table 1, Q stands for flow discharge, i is the bed

slope and qb is the volumetric sediment discharge. The
bed is composed of gravel and sand with mean diam-
eter and the geometric standard deviation respectively,
dg50 = 28 mm, σgD = 1.4 for gravel (g) and ds50 = 0.9 mm,
σsD = 1.6 for sand (s). In both tests the coarse-gravel
elements forming a stable framework whose interstices

Table 1: Main characteristics of the experimental tests

Test Q(l/s) i(-) qb(l/s) h(m)
S3 23.3 0.0044 4.77×10−3 0.127
S4 16.7 0.0044 2.08×10−3 0.156

Table 2: Main characteristics of the experimental tests

Test Zt(m) Zc(m) δ(m) ϕm(-) λb(-)
S3 0.107 0.146 0.039 0.7197 0.22
S4 0.090 0.144 0.053 0.6570 0.34

were filled with a sand matrix. This was achieved by
water-working the bed for 30 hours to completely assure
armoring conditions. By filling the interstices, the thick-
ness of the pythmenic layer is reduced and consequently
the porosity in the substratum is reduced too. In test
S4 the filling sand is well stored below crests ensuring
that sediment transport is completely inexistent under
the imposed flow conditions, while in test S3 the sand
presence in the bed was slightly increased, until the sand
discharge achieves transport capacity.

The channel bed is characterized by the parameters
shown in Table 2, namely the elevations of the planes
of the lowest troughs, Zt, and highest crests, Zc, the
thickness of the pythmenic layer, δ = zc − zt, the bed
porosity, λb and the depth-averaged value of the void
function (between Zt, and Zc), ϕm, which characterizes
the fraction of space that is occupied by the fluid between
Zt, and Zc.

Variables in Table 3 are Zs the free surface elevation,
while h∗ is a reference flow depth for shear stress calcu-
lation purposes and is calculated as h∗ = h− δ(1− ϕm)
(details in [7]), U is the depth averaged mean flow veloc-
ity in the stream direction, calculated by U = Q

B(Zs−Zc) ,
where B is the flume width. The value of τ0 stands for
total shear stress and it is estimated from total shear
stress profile. This profile is subjected to a liner regres-
sion in the linear segment and then extrapolated to the
level of the mean void function, estimating total shear
stress of the flow, τ0, while u∗ =

√
τ0
ρw , where ρw is the

water density.

Non-dimensional parameters Froude, Reynolds and
Shields numbers are presented in Table 4. Froude num-
ber is calculated by Fr = U√

gh
, where g is the accelera-

tion of gravity. The Reynolds number is Re = Uh
ν , where

ν is the kinematic viscosity of the water. The Shields pa-
rameter is calculated for both gravel and sand sizes by
θi = u∗

2

(ρi/ρw−1)gdi
50
, where u∗ stands for friction velocity,

ρw is the water density, ρi is sand or gravel density, and
di50 is the mean diameter of sand or gravel.

Table 3: Flow characteristics

Test Zs(m) h∗(m) U(m/s) τ0(Pa) u∗(m/s)
S3 0.234 0.116 0.648 3.060 0.057
S4 0.246 0.137 0.557 3.924 0.062
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Table 4: Non-dimensional parameters

Test Fr Re θg θs

S3 0.61 76606 0.008 0.223
S4 0.45 86843 0.009 0.269

Table 5: Criteria for the detection of shear events

Outward interactions:
Qout = {u′, w′ ∈ R : u′ > 0 ∧ w′ > σh

u′ ∧ u
′ < σ+}

Ejections:
Qej = {u′, w′ ∈ R : u′ < 0 ∧ {w′ > σh

|u′| ∨ u
′ < σ−}}

Inward interactions:

Qin =
{
u′, w′ ∈ R :
{u′ < 0 ∧ w′ < 0 ∧ |w′| > σh

|u′| ∧ u
′ > σ−}

Sweeps:

Qsw =
{
u′, w′ ∈ R :
{u′ > 0 ∧ {{w′ < 0 ∧ |w′| > σh

u′ } ∨ u
′ > σ+}}

4 Data Analysis
4.1 Event Detection
Conditional sampling organizes the shear stresses and
helps in the identification of events occurring in the
bursting cycle. The quadrant threshold method [24] was
chosen as the detection criteria in the modified version
proposed by [8]. It involves thresholding u′w′(t) data ac-
cordingly to each quadrant, where u′ = u′1 and w′ = u′3
are the longitudinal and vertical velocity fluctuations,
respectively. The thresholds are controlled by the con-
stants

σh = H × urms × wrms (1)

σ± = ±2.5× urms (2)
where H represents the hole size and, urms and wrms

are the root mean square of the instantaneous flow veloc-
ity, respectively in longitudinal and vertical directions.
The thresholds σ+ and σ− depend on the values of the
fluctuation of the instantaneous flow velocities and are
kept constant for each of the experiments. Outward in-
teractions, ejections, inward interactions and sweeps are
identified based on the domains of occurrence described
in Table 5.

An example of the distribution of instantaneous veloc-
ity fluctuations over the four quadrants with the thresh-
old criteria superimposed is shown in Figure 2. Treating
consecutive events of smaller scale as independent events
may result in an incorrect approach. To avoid that in
the boundary regions, a consecutive set of smaller scale
events is eligible as a single major event if the persistence
of u′ is well correlated with the persistence of the event,
as proposed in [8]. This is the justification for the intro-
duction of the additional criterion employing constants
σ+ + and σ−.

4.2 Event statistics
After performing the event detection, the following sta-
tistical parameters can be calculated as presented in Fig-

Figure 2: Location of the reference points considered in
test S3, in mobile bed conditions

Figure 3: Detailed shear stress time series with parame-
ters that characterize events

ure 3: maximum shear stress (A), transported momen-
tum (M), duration (T) and period (Pc), the time between
consecutive events, measured between centroids of the
regions representing transported momentum.

Hereinafter, the ensemble-average, over the detected
events, of the transported momentum (M) relative to
the four types of events will be analysed as a function of
the threshold hole for the event detection. A discussion
of the remainder statistical parameters is made in [28].

Event detection and calculation of Mk of each event
are made inside a loop that goes through a continuous
increase of the hole size value, H, starting in zero and
ending in 3 with a step of 0.1

4.3 Analyzed positions
The cumulative values of the transported momentum
are normalised by the total transported momentum
of the correspondent spatial position (m;n) which was
produced during the entire experiment. This approach
compares the persistence of each kind of event in the
experiment sample. The analysis was made at several
positions of the flow velocity longitudinal maps as
represented in Figure 4. The points considered were
chosen accordingly to the physical system proposed
by [6], presented earlier in Section 2. Five positions are
herein presented in detail: (1,4), (3,2), (3,3), (5,3) and
(5,4). These five points stand in different regions of the
flow and are representative of these.

The point marked as (1,4) was adopted because it is
far enough from the bed. Point (3,2) and (3,3) are stand-
ing at the crest level at the interface between inner and
pythmenic layers, over the crest level in the overlapping
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Figure 4: Location of the reference points considered in
test S3, in mobile bed conditionss

between inner and pythmenic regions the former, and
over the trough position the latter. They allow for eval-
uating the influence over the flow, caused by the crest
itself and by the mobile bed effects. The behaviour in
the lower pythmenic region is assessed by investigating
points (5,3) and (5,4).

5 Presentation and Discussion of
Results

5.1 In the Outer Region, Position (1,4)
In the outer region, the evaluation of the hole size shows
that the flow is mainly governed by ejection events. The
sweep events also stand out but those are not as im-
portant as ejection events in the turbulence production
processes. Comparing Figure 5(a), without bed load, to
Figure 5(b), where bed load is present, one finds that
there is no effect sediment movement at this upper flow
region. Although wall similarity is not expected with
this low relative submergence, one must assume that the
mechanisms that govern coalescence of smaller vortices
should be the same at these flow elevations.

5.2 Over the crest, in the overlapping
between inner and pythmenic
regions, position (3,2)

Figure 6(a) and Figure 6(b) show the shear stress over
the crest in the nearest measured point, respectively, for
immobile and mobile bed conditions. According to [23]
or [16], it is in this layer that instabilities leading to co-
herent structures are formed. Figure 6(a) and Figure
6(b) show that the importance in the shear stress pro-
duction processes is transferred from ejection and sweep
events to outward and inward events, which expresses a
tendency to turbulence isotropy. This is the situation for
both cases of immobile and mobile bed conditions.

5.3 At the crest level but over the
trough, position (3,3)

This reference point stands in the overlapping between
inner and pythmenic regions but over a trough where a
shear layer is seen to develop [7]. The quadrant threshold
analysis at this point highlights a clear reorganization of
the flow, with ejection and sweep events equally respon-
sible for the production of Reynolds shear stresses. The
mobile bed does not seem to affect the flow organization
at this level, over the trough as it is presented in Figure
7(a) and Figure 7(b), respectively for immobile bed and
mobile bed conditions.

Figure 5: Distribution of transported momentum
through the hole size in position (1,4)

5.4 In the pythmenic region, position
(5,3)

At this point, standing in the pythmenic region, consid-
ering immobile bed conditions, the ejection and sweep
events share importance in shear stress production pro-
cesses. However, when in mobile bed conditions, the ejec-
tion events decrease its contribution to the shear stress
production processes while sweep events stand out and
assume a main role in the same processes as shown in
Figure 8(a) and Figure 8(b), respectively for immobile
bed and mobile bed. For the immobile bed test (S4)
there is relative tendency to isotropy when compared to
the mobile bed situation (S3).

5.5 In the lower pythmenic region,
position (5,4)

Figure 9(a) and Figure 9(b), respectively standing for im-
mobile and mobile bed conditions, show the sensitivity
analysis of the transported momentum to the hole size
in the deepest trough. At this (relatively deep) level, the
flow exhibits characteristics of both the hyporheic and
pythmenic regions. Figure 9(a) shows that in immobile
bed conditions, the sweep events assume the major con-
tributions to the shear stress production processes, and
they even increase their contribution in the mobile bed
case, as shown in Figure 9(b). However, in immobile
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Figure 6: Distribution of transported momentum
through the hole size in position (3,2)

bed conditions, contributions from ejection and inward
events cannot be neglected at all as they stand out from
the outward events. Despite that this reference point
is placed in front of a pebble, the flow presents charac-
teristics similar to those found at other reference points
placed in the trough, however it is clearer at this refer-
ence point, if it is compared for instance with the refer-
ence point shown previously in Figure 8(b), where sweep
events assume clearly the main contribution to the shear
stress production, when in mobile bed conditions.

6 Conclusions
The analysis of laboratorial data, based on instantaneous
flow velocity fields, permitted the evaluation of the effect
of sediment transport in the near-bed region on the
bursting cycle. The two tests were performed in condi-
tions of open-channel flow with porous rough bed and
poorly sorted gravel-sand mixture. After the application
of a modified quadrant analysis method to sample shear
events, statistics of these latter were computed. An
analysis of the sensitivity of the transported momentum
to the hole size defined to sample the events allowed an
inner insight to the shear activity within the flow column.

In the outer layer of the flow, as expected (cf. [5]), the
flow is controlled by near-surface conditions and is inde-
pendent of the channel bed. In the overlapping layer,
between inner and pythmenic regions, standing over a

Figure 7: Distribution of transported momentum
through the hole size in position (3,3)

crest, the turbulent flow tends to isotropy. The events
are equally distributed between the four quadrants and
exhibit an equal share in the processes of shear stress
production. In the pythmenic region, standing over
a trough, mobile bed conditions lead to a situation
where ejection and sweep events are responsible for the
shear stress production processes with sweep events
assuming the main role (cf. [23]), in opposition to the
situation in the upper regions of the flow. The mobile
bed does not seem to affect the flow organization at this
level, for both situations, standing over a crest or over
a trough. Ejection events suffer the most important
decrease due to sediment transport in the near bed
region, more specifically in the pythmenic region. Here,
the immobile bed showed a relative tendency to isotropy
when compared to the mobile bed situation. In the
overlap between hyporheic and pythmenic regions, in
mobile bed conditions the sweep events assume the
major production of shear stress as pointed out by [5].
In immobile bed conditions, contributions from ejection
and inward events cannot be neglected at all as they
stand out from the outward events. Although the results
here are not conclusive for all positions in the lowest
layer, sweeps tend to be here the dominant shear event
confirming the observations by [11].

Complementary results, obtained for the same exper-
iments, are shown in [28]. Here it is shown that, gener-
ally, the sediment transport of sand decreases the trans-
ported momentum and maximum shear stress values (as
observed by [5]) but increases their frequency of occur-
rence in time. The analysis of the probability distri-
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Figure 8: Distribution of transported momentum
through the hole size in position (5,3)

bution function of both ejections and sweeps, shows an
effect of sediment transport in the reduction of the fre-
quency of large events and in the increase of the fre-
quency of small events. This may be due to breaking
of eddy coherence by sediment motion and is especially
observed in the pythmenic region.
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Abstract
The paper reviews our recent attempts at modelling bed
load transport in mountain rivers. This is a longstanding
issue that has attracted considerable attention over the
last century. While a number of field and laboratory
studies have been instrumental in getting the big picture,
there is a clear lack of efficient methods for predicting
bed evolution and particle flux. Most approaches to bed
load transport have emphasized the existence of a one-
to-one relationship between the particle flux and water
discharge, but this result conflicts with the spread of
data, which often spans over several orders of magnitude.
A possible interpretation lies in the significance of the

fluctuations of the particle flux together with the propa-
gation of bed forms. We have therefore developed a the-
oretical model based on birth-death Markov processes to
describe the random exchanges between the stream and
bed, which then allows us to derive a governing equation
for the particle flux fluctuations. We end up with the
probability distribution function of the sediment trans-
port rate. A striking feature is the existence of large
fluctuations even under steady flow conditions.
Numerical simulations have been carried out to com-

pute the flow features, for the moment with no sediment
transport. These simulations have shown that the kine-
matic wave approximation (which leads to a significant
simplification of the Saint-Venant equation into a non-
linear advection equation) performs well for a wide range
of water discharges. Remarkably, it has been found that
under steady flow conditions, the local flow variables
(wetted section and water discharge, or flow depth and
mean velocity) exhibit a Froude similarity, i.e. regardless
of the water discharge, the Froude number remains fairly
constant at a given place of the river. Future work will
consider the inclusion of a stochastic sediment transport
equation in the Saint-Venant equations.

1 Introduction
The objective of this paper is to present an innovative ap-
proach to sediment transport. The work is done within
the framework of a joint project involving EPFL, a re-
search institute of the Wallis canton CREALP, and the
University of Jaén (Spain). This project aims to pro-
vide a better quantitative picture of sediment transport
in gravel-bed rivers, with a particular focus on mountain
rivers.
In spite of decades of research, sediment transport, in

particular in gravel-bed rivers, is still a difficult issue.
For instance, 1 shows the bed load transport rates mea-
sured in the Navisence River in Zinal from 2011 to 2013
(1-min averaged flux rates) and the empirical trend given
by Meunier’s bed load rating curve, which relates the bed
load transport rate Qs (in kg/s) to the water discharge

Qw (in m3/s) and bed slope i as follows: Qs = 9450i2Qw
[1]. More sophisticated equations lead to similar or larger
errors. At low flow rates, the deviation between the em-
pirical equation and measurements exceeds three orders
of magnitude and even at the highest transport rates (for
the 8 Aug. 2013 flood, the period of return was ∼ 50 yr),
there is a conspicuous deviation. This example shows
how poor our predictive capacity of bed load transport
rate is when empirical equations are used.

This shortcoming has been known for ages although
most textbooks on the topic barely mention the tremen-
dous uncertainty associated with bed load transport
equations (not to mention the systematic use of log-log
plots that minimize the perception of errors and devi-
ations). Each generation of scientists has tackled this
issue by arguing that more physics is needed to properly
address the problem at hand.

In the 1950s, Hans Einstein proposed a model of bed
load transport in which transport results from the dif-
ference between the entrainment and deposition rates,
E and D, respectively, which depend on the flow con-
ditions and bed geometry [2]. This amounts to writing
that on a small interval ∆x, the particle flux variation is
δqs = (E−D)∆x, and so the particle flux at bed equilib-
rium is the implicit solution to the equation E = D. The
originality of Einstein’s treatment lies in the introduc-
tion of probabilistic concepts to quantify the probability
of entrainment of one particle lying on the bed.

In the 1960s, Ralph Bagnold considered sediment
transport as the result of momentum transfers between
solid and liquid phases [3]. Bed load transport is essen-
tially a two-phase flow whose dynamics are controlled
by the momentum transfers between the water and solid
phases.

Needless to say that after decades of investigations,
the debate is still open. To advance our understanding
of sediment transport, we need to identify the blackspots
when building theories of sediment transport. In this
paper, we present some of the major difficulties in the
current developments. We also refer the reader to re-
cent review papers, which give an comprehensive sum-
mary of the state of the art regarding steep gravel-bed
rivers, e.g [4]. We then outline a theoretical approach
under construction, whose originality lies in its capac-
ity to calculate not only the mean particle flux, but also
its probability distribution. We do not claim that this
approach solves all of the problems. In fact, laboratory
experiments have just provided the proof of concept. Ap-
plications to the field require substantial adaptations of
the theoretical framework, which is too idealized to be
of practical interest (e.g., particles are spherical and of
identical size in the current version of the model). Yet,
this approach has the potential to elucidate a number of
issues arising in the study of bed load transport. The
last part of the paper concerns the numerical treatment
of the water flow. This is achieved within the framework
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Figure 1: Comparison between bed load transport rates measurements and Meunier’s equation for the Navisence
river (Zinal, VS). Here the local slope upstream of the station is i = 3.2%

of the Saint-Venant equations. Here we present the nu-
merical framework and results related to water flow (with
no sediment transport). The coupling between the water
stream and bed leads to a multitude of challenges that go
beyond the scope of this paper. These challenges include
the theoretical stochastic framework, which has to be
extended to deal with non-uniform flow conditions, and
the formulation and numerical resolution of a stochastic
Exner equation.

2 Scientific and Technical
Hurdles

This year marks the 100 years anniversary of the re-
port by Gilbert (1914), which is credited with the first
comprehensive experimental investigation into bed load
transport in inclined flumes [5]. Empirical equations
were proposed earlier than Gilbert. For instance, from
his observations of the Rhone River south to Tournon
(France) in 1879, the French civil engineer Paul du Boys
introduced a bed load transport equation from consider-
ation of the bottom shear stress on a granular bed [6]. An
analysis of the current literature on bed load transport
models shows that there has been no major breakthrough
between the earlier attempts by Gilbert or du Boys and
the models still used by scientists and engineers today.
This does not mean that the state of art is mature (and
thus progress is incremental), but on the opposite, there
are still many problems to sort out before a new gen-
eration of models can be proposed. In this section, we
review of the major obstacles to quantitative description
of bed load transport.

2.1 Definition of the Sediment Transport
Rate

Surprisingly, there is no unique way to define the sed-
iment transport rate. Randomness, intermittency, and
rapid changes in the transport rate measurements raise
the problem of a suitable procedure that enables calcu-
lation and description of sediment flux for both theoreti-
cal and practical purposes. In spite of valuable efforts in
recent years to gain insight into this issue, it is still un-
clear whether the different transport rate equations lead
to compatible results in terms of statistical properties
[7, 8].
An intuitive definition of the particle transport rate is

to regard it as the flux of particles through a cross-section

S of unit width:

qs =
∫
S

up · kdS, (1)

with up the particle velocity field and k the unit normal
to S. This definition is rarely used in practice as it is
more suited to continuous fields than discrete elements.
Therefore, different forms of the sediment transport rate
have been proposed. They all assume bed load transport
at equilibrium or near equilibrium. On average, they
may provide the same values, but the statistical prop-
erties of qs are influenced a great deal. Here are three
examples.

A variant of 1 is to count the number of particles that
pass through S over a short time increment δt. The
main problem is that qs is a step function, which takes
zero values except at the times of arrival of individual
particles; the resulting signal is then very noisy.

Another related form is to count the number of par-
ticles that arrive up to time t or to integrate qs over a
short period of time. In the laboratory, this is done by
weighting the material accumulated in a basket located
at the flume outlet while in the field, sediment traps and
bed load samplers are used. These techniques do not pro-
vide qs directly, but the sediment volume per unit width
V (t) =

∫
qs(t)dt. In principe, it should be possible to

differentiate V to derive qs, but in practice, fluctuations
in the V (t) records make this operation delicate, which
explains why sampling time is a key issue when trying
to properly evaluate the solid discharge.

The use of tracer stones in gravel-bed rivers has given
rise to a third relationship. From the observation that
particles can be moving, lying at rest on the bed surface,
or buried in the bed, one can define a virtual velocity,
which is the time-averaged velocity Up of a single particle
regardless of its state. Only the upper bed layer partici-
pates in bed load transport and is therefore termed the
active layer ; the thickness of this layer is La. It repre-
sents the depth down to which the bed is continuously
reworked by fill and scour. Mass conservation then im-
plies that

qs = UpLa. (2)
This equation has been used for natural rivers and flume
experiments. The statistical properties of qs(t) depend
on the fluctuations of Up and La, which are little known
in practice.

So what can we do? From a theoretical perspective,
more suitable definitions of the particle transport rate
can be borrowed from microstructural models used in
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the rheology of particle suspensions. Yet, these models
rely on ensemble averages, which lead to numerous diffi-
culties in the calculations or in practical applications. To
make the problem more tractable, we can substitute en-
semble averages with volume averages. This makes sense
when the entire flow is homogeneous, i.e., when the par-
ticles are homogeneously distributed in the streamwise
direction. For two-phase flows over mobile beds, bed
forms usually affect the distribution of moving particles,
which makes the assumption of homogeneity dubious.
One solution is to introduce a local particle transport
rate defined on a control volume (V = L × S) of length
L [9, 10]

q̄s = S

V

N∑
i=1

uivp = vp
L

N∑
i=1

ui, (3)

where vp is the particle volume (per unit width) and
ui = up · k denotes the streamwise velocity component
of particle i. Like the representative elementary volume
in microstructural theories, the control volume must be
sufficiently long to contain a number of particles, but
short enough compared to the scale of variation of q̄s on
the macroscopic scale.

The introduction of a finite-size volume in 3 leads to
additional problems: how can we distinguish fluctuations
that are intrinsic to the phenomenon and those that are
induced by the average process? To illustrate this is-
sue, let us consider that we would like to calculate the
solids fraction of an ordered packing of cylinders by tak-
ing the average over a control volume of length L. See
2. Volume-averaged solids fractions can be calculated as
a function of L. When L → 0, we get φ̄ → 1 while for
L → ∞, φ̄ → π/4. Although there is no randomness
in the particle arrangement, the volume-averaged solids
fraction exhibits fluctuations, whose amplitude decreases
with increasing L as 2πa/L. This clearly shows in that
case that the observed fluctuations of φ̄ are not intrinsic,
but depend on the control volume. For more complicated
situations, e.g. with random particle arrangements, it is
more complicated to untangle intrinsic and induced fluc-
tuations. The problem is made even more intricate owing
to other processes such as the propagation of bed forms,
whose typical length often matches that used for defining
the control volume.

2a

L

L

1

π/4

�

Figure 2: Calculation of the volume-averaged solids frac-
tion

2.2 Bed Structures
A major challenge in fluid mechanics is to understand
the origins and mechanisms that lead to the formation
of macroscopic structures in systems characterized by
apparent disorder. Waterways do not escape the rule.
They offer a wide range of bed morphologies exhibiting
regular patterns depending on the grain size distribution,

bed slope, water flow rate, etc. [11, 12]. Planform struc-
tures (e.g., bars and meanders) as well as bed forms (e.g,
ripples, dunes, steps and pools) have attracted consider-
able attention from geomorphologists and hydraulicians.
3 shows the upper reach of the Navisence River at Zi-
nal (Wallis, Switzerland), whose main channel can split
into two arms or more (braiding) and exhibits significant
sinuosity.

Figure 3: View of the upper reach of the Navisence River,
with the stream wandering through its alluvium. The
longitudinal profile is given in 11

A remarkable feature of bed structures is that they
emerge quite rapidly at fairly low discharge rates [13].
During intense floods, most bed structures are destroyed
and sediment transport occurs in the form of thick layers
of grains, a mode of transport called hyperconcentrated
flow [14]. In many practical situations, gravel beds ex-
hibit undulations, which evolve permanently. Bed struc-
tures are thus more the rule than the exception. This
is, however, poorly addressed in most laboratory exper-
iments used to derive bed load equations.

The mainstream view is that that bed structures arise
from a loss of stability of the bed due to the coupling
between the turbulent water stream, sediment trans-
port, and bed topography [15]. The main difficulty is
that depth-averaged equations such as the Saint-Venant-
Exner equations (see § 3.1) are linearly stable for Froude
numbers as large as 2. The calculation of bed form ini-
tiation and propagation then requires a more elaborate
framework [16].

An alternative approach to pattern formation high-
lights the part played by random fluctuations of the par-
ticle transport rate qs in the development of bed forms
[17]. Analogies can be drawn with many nonlinear phys-
ical systems, in which fluctuations can produce spatially
regular structures as a result of noise-induced transitions
between different states of the system [18]. In the ab-
sence of a more fundamental understanding of bed load
transport fluctuations, the simplest idea has been to
add a noise term to the governing equations. For in-
stance, Jerolmack and Mohrig showed that the growth
and steady-state dimensions of sand dunes can be suc-
cessfully captured using white noise in the Exner equa-
tion [19].

Regardless of the precise mechanism that rules their
dynamics, it is clear that bed structures markedly affect
the water flow, which in turn influences bed form initia-
tion and propagation. Field surveys, laboratory experi-
ments and numerical simulations have provided clear ev-
idence that flow resistance is controlled to a large extent
by bed forms [20]. For instance, in the absence of bed
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forms, there is a one-to-one smooth relationship between
the water discharge q and flow depth h, but when these
bed forms develop, this relationship exhibits a more com-
plicated pattern (non-uniqueness, hysteretic behaviour).
Bedforms are also often regarded as the main source of
particle flux fluctuations [21, 22, 23]: for instance, as bed
slope is locally quite different between the stoss and lee
sides of dunes, there is a significant change in the wa-
ter flow conditions (thus particle transport) and particle
entrainment.

2.3 Separation of Scales
The advent of modern science is tightly tied to the reduc-
tionist approach (i.e., any system can broken down into
individual elements, whose understanding helps us to get
to grips with the whole system) [24]. Part of the success
of this approach lies in the separation of length and time
scales for many problems. For instance, for monoatomic
gases, starting from the description of collisions at the
particle scale (kinetic theory), we can derive macroscopic
equations of conservation (Navier-Stokes equations) on
the macroscopic scale. In that case, the large differ-
ence between the atom size and the typical length scale
of continuum mechanics makes it possible to treat each
problem separately. The linkage between the micro- and
macro-descriptions is ensured through averaging. This
procedure works at coarser scales (typical examples in
computational fluid mechanics include large eddy simu-
lations, in which averaging is replaced by low-pass filter-
ing).
A hierarchical decomposition of the fluvial system into

nested components (from watershed to particle) has been
proposed [11], but a striking detail of the decompo-
sition is the overlap of scales and the varying nature
of the elements involved: while for Newtonian fluids,
there is a clear separation between the molecular scale,
Kolmogorov’ microscales of turbulence, and flow length
scale, it is no longer the case for instance, between bed
components such as boulders and the flow depth (moun-
tain streams are mostly characterized by low submer-
gence, i.e. the flow depth is just a few times larger than
the typical bed roughness). 4 shows the Navisence River
upstream of the measurement station: the typical flow
depth is 50 cm while the mean diameter is d50 = 10
cm. Note also the presence of vegetation, which plays a
role often overlooked, e.g., jamming wood debris during
floods [25] and consolidating effects of root systems on
the long run [26].

Figure 4: View of the Navisence River near the measure-
ment station of Zinal

2.4 Particular Realization Vs. Mean
Trend

Field surveys have shown that the sediment transport
rate seems to closely follow the time variations in the
water discharge. 5 shows a typical example of evolu-
tion for the Navisence River. In this mountain stream,
sediment transport is highly intermittent: it occurs pri-
marily in spring and summer as a result of snowmelt,
glacier runoff, and rainstorms, and tapers off during the
cold season. Yet, as shown by 4, there is no one-to-one
relationship between the water discharge and sediment
transport rate: for a given water discharge, the sediment
flux spans often over two to three orders of magnitude,
which shows that under similar flow conditions, the ac-
tual sediment flux can be quite different from the mean
trend. This spread of data has significant implications.
First, most theoretical models are only concerned with
mean fluxes and so, it is extremely difficult to test models
against field and laboratory data when these data span
over several orders of magnitude. Then, in many prac-
tical applications, focus is on different variables related
to sediment transport. For instance, for calculating the
time associated with reservoir filling, one is interested in
determining the volume of sediment as a function of time.
Owing to the random variation of the sediment flux, this
volume is a stochastic integral. The actual value of the
sediment volume at a given time is also quite different
from the mean trend V (t) =

∫
Qsdt. Strikingly, most—

if not all—models developed so far ignore this problem
of bed load transport variability whereas it should be at
the heart of the concerns.

3 Outline of the Theoretical
Framework

Here we outline the model under development. In the
construction of this model we have tried to tackle the
different issues presented in § 2. To date, we have essen-
tially focused on the determination of the particle trans-
port rate. The water phase is assumed to be properly
described using the Saint-Venant equations (see § 3.1).
The coupling between bed load transport and water
flow is achieved primarily through the Exner equation,
which expresses the conservation of mass for the bed.
This framework implies that turbulence is roughly de-
scribed by simple scalar relationships (e.g., the Manning-
Strickler equation for flow resistance). As turbulence is
key in the entrainment of particles from the bed and their
subsequent motion, averaged equations such as the Saint-
Venant equations may be too crude to capture the flow
dynamics in all its various aspects, but in a first stab at
modelling sediment transport, we assume that they are
sufficient to provide the main features of the water flow.
More attention is paid to the Exner equation, which is
useful not only to compute the mean particle flux (or
more precisely, the gradient of the particle flux), but also
particle exchanges between the bed and stream. To that
end, we take inspiration from other approaches taken in
kinetic chemistry or population dynamics, which lead to
evolution equations for the chemical components or the
species (see § 3.2). For the particle velocity fluctuations,
we use a simple analogy with Brownian motion of parti-
cles in a potential to derive the probability distribution
function of the particle velocity. We eventually end up
with the probability distribution of the particle transport
rate.
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Figure 5: Time series showing the water discharge and the sediment transport rate from May 2011 to Dec. 2012 in
the Navisence River, Zinal

3.1 Saint-Venant-Exner Equations
For one-space variable problems, the simplest morphody-
namic model comprises the shallow-water (Saint-Venant)
equations for the conservation of mass and momentum
of the water phase and the Exner equation for the con-
tinuity equation of the bed [27]:

∂h

∂t
+ ∂hv̄

∂x
= 0, (4)

∂hv̄

∂t
+ ∂hv̄2

∂x
+ gh cos θ∂h

∂x
= gh sin θ − τb

%
, (5)

(1− ζb)
∂yb
∂t

= −∂q̄s
∂x

= D − E, (6)

in which h(x, t) = ys−yb denotes the flow depth, yb(x, t)
and ys(x, t) the positions of the bed and free surfaces, v̄
the depth-averaged velocity, x the downstream position,
t time, % the water density, τb is the bottom shear stress,
ζb the bed porosity, q̄s the average bed load transport
rate, and D and E represent the deposition and entrain-
ment rates, respectively. The bed slope is defined as
tan θ = −∂xyb. In most models based on 4–6, the gov-
erning equations are closed by empirical relationships for
the flow resistance τb and sediment transport rate q̄s,
both being functions of the flow variables v̄ and h, and
additional parameters (e.g., bed roughness and slope).
Whereas the Saint-Venant equations are classical and

their physics is seldom called into question, the cou-
pling with the Exner equation leads to numerous diffi-
culties both physically and mathematically [28, 29]. Sev-
eral derivations of the Exner equation have been pro-
posed for different situations including variations in sed-
iment properties or changes in the boundary conditions
(e.g, tectonic uplift for landscape dynamics problems)
[30, 19, 7, 31, 8]. A central theme in all of these deriva-
tions is that the Exner model is an averaged equation
that specifies the rate of buildup/erosion of the bed sur-
face as a function of the sediment flux through the sur-
faces defining the control volume over which the aver-
aging has been done. The average sediment transport
rate has nontrivial effects on the flow dynamics owing to
the strong nonlinearities and coupling in the governing
equations 4–6. Indeed, the sediment flux affects the bed

surface yb(x, t) (thus its slope angle θ) through the Exner
equation 6, and it may also influence flow resistance de-
pending on the empirical parametrization chosen for the
bottom shear stress τb [32].

Our guess is that, if fluctuations are relevant to the
macroscopic description of bed load transport, then the
mean-field Exner equation 6 cannot properly account for
the bed evolution or particle flux, or at least, as is the
case for algebraic closure equations used in turbulence,
this equation is a gross approximation of reality. To clar-
ify this point, we need to take a closer look at the micro-
dynamics of the bed evolution as a result of entrainment
and deposition of particles.

3.2 Evolution of the Number of Moving
Particle

The idea is to count the number of moving particles in
a control volume or in an array of adjacent volumes of
length ∆x. In each elementary volume, the number of
moving particles varies with time as a result of transport
and exchanges with the bed (see 6). We do not discrim-
inate between rolling and saltation and treat both mo-
tions as a single species which we call the moving parti-
cles. A convenient framework for the investigation of the
statistics of these exchanges is the theory of birth-death
Markov processes, widely used in population-dynamics
models or chemical kinetics [33].

As for any idealized formulation, a tradeoff between
physical scope and mathematical tractability has had to
be found. To achieve analytical results, we introduce a
number of simplifications:

• The sediment comprises spherical particles of equal
diameter d and density %p.

• We consider a two-dimensional steady water stream
flowing down a sloping bed composed of particles
identical to those transported. The bed breadth B
is assumed to be indefinitely large.

• The water flow is characterized by its depth-
averaged velocity v̄(x, t) and flow depth h(x, t),
which are assumed to be prescribed and indepen-
dent of the sediment transport. The water flow is
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Figure 6: Sketch showing the processes considered for
calculating the evolution of the number N of moving
particles M within an observation window of length ∆x.
This number can be increased when particles enter the
volume or are entrained as a result of individual and col-
lective entrainments from the bed B (with a respective
rate λ′ and µ); N decreases when particles leave the vol-
ume or are deposited (with a rate σ)

turbulent, but the details of the turbulence and ve-
locity field are ignored. Turbulence dissipation and
flow resistance due to the particles are entirely en-
coded in the τb(v̄, h) expression, which will not be
studied here.

• The concentration of moving particles is small and
so particle interactions may be neglected. In terms
of the bed load transport regime, this also means
that the bed shear stress narrowly exceeds the
threshold for incipient sediment motion.

• The water stream drives the sediment phase: the
particle phase is subordinate to the water phase in
that the mean particle velocity ūs is controlled by
the water flow conditions, but due to particle ex-
changes (entrainment/deposition) between the bed
and stream as well as particle velocity fluctuations,
the instantaneous particle flux qs undergoes varia-
tions of different magnitudes.

• The bed is initially flat and here we do not consider
the development of bed forms, even though after a
finite time such bed forms are likely to develop and
affect water flow and sediment transport.

• We assume that the number of particles making up
the bed is infinite, i.e., whenever a particle at the
bed interface is set in motion, the shape of the in-
terface is altered, but not the number of particles
available to entrainment at the bed interface.

• As we study steady uniform flows over flat beds (free
of patterns), we do not address the dependence of
the model coefficients on the Shields stress or any
other parameterization of the flow conditions. These
coefficients (e.g., entrainment and deposition rate
coefficient) are thus constant in the following devel-
opments. Note that the final structure of the gov-
erning equations will not be affected by this assump-
tion.

If there are N moving particles within the control win-
dow, the probability of deposition within the time incre-
ment δt is σNδt, with σ the deposition rate. For entrain-
ment, we assume that there are two processes referred
to as individual and collective entrainment resulting in
a probability of entrainment P = (λ′ + µN)δt, where
λ′ and µ denote the individual and collective entrain-
ment rates, respectively. Collective entrainment acts as

a feedback loop: as will be shown later, µ is a key pa-
rameter, which controls the development and strength of
wide fluctuations. A caveat is in order: here, collective
entrainment implies that the probability of entrainment
depends not only on the flow conditions (through λ′),
but also on the number of moving particles (through µ)
as these can impact the bed and impart momentum to
the bed particles, favouring their entrainment. In con-
trast with the physics of phase transition, it does not
involve the existence of long-range correlations. It does
not mean that there are massive departures of particles
(avalanches) within short time spans. For subsequent
use, we also introduce a volumetric particle entrainment
rate per unit length λ = λ′$p/∆x and the differential
rate κ = σ−µ between deposition and collective entrain-
ment.

The evolution of the number of moving particles could
be described using the following forward master equa-
tion:

∂

∂t
Pn(n, t) = (n+ 1)σPn(n+ 1, t) (7)

+ (λ′ + (n− 1)µ)Pn(n− 1, t)
− (λ′ + n(σ + µ))Pn(n, t).

Steady-state solutions to this equation can be obtained
using the probability generating function. A stumbling
block in this approach is that the governing equation
for N involves discrete probabilities. To generalize the
model and derive a continuum formulation, we wish to
replace the discrete variable N with a continuous vari-
able. A classical strategy is to introduce the density num-
ber c = N/∆x. The governing equation for the density
number can be obtained from 7 by using the Kramers-
Moyal or system-size expansion. This technique was used
in a former paper [7]. The problem is that the resulting
governing equation involves an infinite series of terms.
Even if the objective is to find an approximation of the
probability distribution, the number of terms required in
the truncated series increases significantly when ∆x→ 0,
which makes the analytical approximation of little inter-
est.

Exact solutions can be determined by using the equiv-
alent of a Fourier transform, called the Poisson represen-
tation [34]

P (n, t) =
∫
C

e−aan

n! f(a, t)da, (8)

where integration is made over a certain domain C and
f(a, t) is a positive real-valued function. Fourier trans-
forms are reversible operations that map the time and
frequency domains in spectral theory of signals. On
many occasions when working with times series, it is
easier to work in the frequency domain than the original
time domain. Similarly here, the Poisson transform can
be introduced to map the discrete and continuous proba-
bility domains. Using this transform, we have shown that
the master equation 7 can be transformed into a second-
order nonlinear parabolic diffusion equation, which has
the same structure as that of a Fokker-Planck equation

∂f

∂t
= µ

∂2af

∂a2 −
∂

∂a
[(λ′ − a(σ − µ))f ], (9)

with f(a) the transform of P in the a-space. This equa-
tion also arises in economics to model short-term interest
rates [35].

The decisive advantage of this formulation is that we
can readily obtain exact solutions in the a-space for
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steady-state or time-dependent flow conditions. Further
information such as the autocorrelation function and mo-
ments can also be derived straightforwardly. Algorithms
simulating the process are also available to study time-
dependent flow problems [36].
This formulation has, however, disadvantages: while

analytical calculations are easier in the a-space, it is dif-
ficult to return to the physical variables. As a conse-
quence, if we are able to compute the probability den-
sity function f in the a-space or to provide its governing
equation, the back-transformation is uneasy. It is possi-
ble to relate the moments of f andN , but hardly possible
to provide more information on the stochastic variation
of N , which hinders, for the moment, the development
of a stochastic Exner equation.
Under steady state conditions and in the absence of

bed forms, it is possible to calculate the probability of
finding n moving particles within the control volume.
When the collective entrainment µ is nonzero, the solu-
tion to 7 is the negative binomial distribution

Ps(n) = NegBin(n; rnb, p) = Γ(r + n)
Γ(rnb)n! p

rnb(1−p)n, (10)

with rnb = λ′/µ and p = 1 − µ/σ, and where Γ denotes
the gamma function. The mean is

〈N〉 = λ′

σ − µ
, (11)

and the variance is

varN = λ′σ

(σ − µ)2 . (12)

For µ = 0, we obtain the Poisson distribution of rate
rp = λ′/σ,

Ps(n) = (rp)n

n! e−rp , n = 0, 1, . . . . (13)

3.3 Velocity Fluctuations
Many models have been proposed to compute the mean
particle velocity, but the probability distribution of the
velocity for a single particle has not been well investi-
tive until very recently [37, 38, 39, 40]. We have devel-
oped a very simple model, in which, making the analogy
with Brownian particles in a potential, we end up with
the probability distribution in the form of a truncated
Gaussian distribution:

P equ (u) =
√

2tr
πDu

F (u), (14)

with

F (u) =
exp

(
− tr(u− ūs)

2

2Du

)
1 + erf(ūs

√
tr/
√

2Du)
(15)

where tr is a relaxation time, Du is the equivalent of a
particle diffusivity, and ūs is the mean particle velocity
imposed by the water stream, i.e. the asymptotic value
to which the particle velocity tends at long times in the
absence of fluctuations.
We tested 14 against experimental data. The detail

can be found in an earlier paper [10]. The bed was
composed of gravel characterized by a narrow size dis-
tribution around a mean diameter 8 mm. The particle
density was 2650 kg m−3. Particle motion was tracked

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0.0

0.5

1.0

1.5

2.0

2.5

3.0

up Hm�sL

P
u
Hu
L

Exponential distribution

Theoretical distribution H14L

Figure 7: Probability distribution for the particle ve-
locity. The histogram represents the empirical proba-
bility density function of up. The thick black solid line
is the theoretical distribution 14 with ūs = 29.9 cm s−1

and ζ = 5.7. The thin red line shows the exponential
probability distribution Pu(u) = e−u/ūs/ūs, still with
ūs = 29.9 cm s−1. The dimensionless parameter ζ is de-
fined as ζ = ūs/

√
Du/tr

using a high-speed camera over a 40 cm length. 7 shows
the probability density function of the particle veloc-
ity up computed from 755 trajectories. The flow condi-
tions were the following: depth-averaged velocity of wa-
ter v̄ = 92.5 cm s−1, mean flow depth h = 2 cm, Froude
number Fr = 2.1, flow Reynolds number Re = 18× 103,
Shields number Sh = %h sin θ/[(%p − %)d] = 0.042. For
these flow conditions, long wavelength bed forms devel-
oped.

There is a fairly good agreement between these data
and the truncated Gaussian distribution 14. This result
compares well with the observations made by Martin et
al. [38] with similar flow conditions. Our results contrast
with those obtained by Fan et al. [40], Robeseberry et
al. [41], and Lajeunesse et al. [37], who found that the
empirical probability distribution of particle velocity up
was well captured by an exponential distribution. This
discrepancy may originate from the differences in the ex-
perimental set-up.

Although there is experimental evidence for the the-
oretical velocity distribution 14, the diversity of exper-
imental data shows that its range of application is un-
likely to cover all sediment sizes. We note, however, that
in either case, the truncated Gaussian and exponential
laws are thin-tailed, a result that can be anticipated as it
is uncommon for the highest particle velocities to exceed
fluid velocities. Therefore, the high fluctuations of sed-
iment transport rates are unlikely to stem from a thick
tail of the velocity distribution.

3.4 Particle Flux Fluctuations
As a matter of convenience, we express the instantaneous
particle flux as the number of moving particles per unit
time within the control volume rather than their volume

ṅ(t;V) = 1
∆x

N(t)∑
i=1

Up,i, (16)

where both N and Up,i are random variables. For a sta-
tionary process, their probability distributions are given
by 10—or 13 if µ = 0—and 14, respectively. The prob-
ability density function of the sum of random variables
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Figure 8: Shape of the probability density function Pṅ(ṅ)
given by 17 in a log-linear plot for different values of ζ
(the arrow shows increasing ζ values): ζ = 0.5 (black
solid line), ζ = 1 (black dotted line), ζ = 2 (purple solid
line), ζ = 3 (blue dotted line), ζ = 4 (blue dashed line),
and ζ = 5 (red solid line). All of the other parameters are
kept constant: ∆x = 1 m, ūs = 1 ms−1, r = 1 (λ′ = µ)
and p = 0.5 (σ = 2λ′). The mean particle flux 〈ṅ〉 is
1.541, 1.115, 1.007, 1.000, 1.000, 1.000 beads s−1 when
ζ is increased from 0.5 to 5. The square coefficient of
variation var ṅ/〈ṅ〉2 is 2.410, 2.362, 2.209, 2.109, 2.062,
and 2.040 beads2 s−2 when ζ is increased from 0.5 to 5

drawn from the same distribution can be calculated by
taking the Fourier transform of the convolution product,
then inverting the result. After a little bit of work, we
eventually find that

Pṅ(ṅ) = Ps(0)δ(ṅ) + ζ∆x
ūs

√
2
π

∞∑
k=1

Ps(k)G(ṅ), (17)

with

G(ṅ) =
exp

[
−ζ2 (ṅ∆x− kūs)2

2kū2
s

]
√
k(1 + erf(

√
kζ/
√

2))
(18)

where Ps(k) is given by 10 if µ > 0 and 13 if µ =
0. We have also introduced the dimensionless number
ūs/
√
Du/tr. The probability density function of ṅ is

discontinuous at ṅ = 0: there is a finite probability
Ps(0) = (1 − µ/σ)λ′/µ for µ > 0 (Ps(0) = exp(−λ′/σ)
for µ = 0) that there is no moving particle within the
window, in other words, that the particle flux is zero
(intermittent sediment transport).
Some remarkable features can be deduced from nu-

merical evaluations of 17. 8 shows examples of varia-
tions of Pṅ(ṅ) for ζ ranging from 0.5 to 5. For low ζ
values, the probability density function varies smoothly
and slowly except for the point of discontinuity ṅ = 0, as
explained above. Increasing ζ leads to (i) a faster (but
still exponential-like) decay at larger values of ṅ, which
is little influenced by the actual value of ζ, and (ii) the
development of sharp peaks of probability for the lowest
values of ṅ: in a dilute flow much of the flux is carried
by a couple of particles and, in the absence of velocity
fluctuations, the particle flux exhibits this bumpy land-
scape in which each peak corresponds to the crossing of
one particle.
Although Einstein used probabilistic concepts to de-

rive his bed load equation, he did not end up with a
probability distribution for the sediment transport rate.
His arguments lead to a binomial variation of the num-
ber of moving particles, thus a Poisson distribution in

the limit p → 0 (i.e. µ → σ) and N � 1 [2]. This
means that intense sediment transport exhibits bounded
Poissonian fluctuations, with the coefficient of variation
var1/2 qs/〈qs〉 = r

−1/2
p given by the steady-state Poisson

distribution 13. Hamamori is credited with the first at-
tempt to derive the probability distribution for the sedi-
ment transport rate. He considered that bed load trans-
port rate fluctuations arise from the migration of bed
forms [42]. He obtained a nonparametric density distri-
bution function of the bed load transport rate

P (qs) = 1
4〈qs〉

log
(

4 〈qs〉
qs

)
, (19)

which implies that the fluctuations are bounded: 0 <
qs < 4〈qs〉, and that the square coefficient of variation
is constant: var qs/〈qs〉2 = 7/9. More recently, Turowski
used a two-parameter distribution derived from the nor-
mal distribution, called the Birnbaum-Saunders distri-
bution

P (qs) = qs + α

2βqs
√

2παqs
exp

[
− (qs − α)2

2αβ2qs

]
, (20)

with α and β two calibration parameters [43]. The mean
value is 〈qs〉 = α(1+β2/2) and the coefficient of variation
is found to range from 0 to

√
5. 9 shows the comparison

of the probability distributions 17, 19, 20 for a particular
case. As the fluctuations are bounded, Hamamori’s rela-
tion is unable to capture the exponential tail of the distri-
bution and tends to overestimate the bed load transport
rate significantly (compared with what 17 predicts) in
the limit of ṅ → 0. This latter shortcoming is also ob-
served for the Birnbaum-Saunders distribution, but the
tail behaviour is consistent with that predicted by our
model 17. On the whole, the general impression one
gets from 8 is that the Birnbaum-Saunders distribution
smooths out the ups and downs in the probability dis-
tribution 17. Although the point of this paper is not to
discuss the agreement with field and experimental data,
note that that high-resolution data confirm (i) the signif-
icant proportion of zero values of the particle flux and (ii)
the highly fluctuating nature of time series, two features
that are consistently described by 17 and 9 [9, 44, 45].

Comparison with experimental data usually shows a
decent agreement between theory and experiment. Sys-
tematic comparison was done with an idealized setup, in
which sediment was replaced by 6-mm glass beads free
to move in a narrow flume [9]. 10 shows the empirical
and theoretical probability density functions Pṅ(ṅ) for a
slope of 5◦. One possible reason for the discrepancy be-
tween theory and experiment is the existence of two pop-
ulations of moving particles with two distinctive mean
velocities. Indeed, there is a size factor of about 5 be-
tween the velocities in the rolling and saltating regimes.
Comparing the different runs also shows that the larger
the number of moving particles, the better the agree-
ment. This may be an indication either that theory per-
forms less well in the limit N → 0 or the calculation of
the sediment transport rate is biased as we assumed that
the probabilities Pn(n) and Pu(up) were independent in
order to obtain Pṅ(ṅ) by taking the Fourier transform of
the convolution product. This requires further work. A
more thorough experimental investigation is still needed
to test the model.

3.5 Local and Macroscopic Forms of the
Exner Equation

The last building block is to make a link between the
Exner equation 6 and the local conservation of mass.
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Figure 10: Probability density functions for the particle flux compared to experimental data collected by Tobias
Böhm [9]. The dots represent the empirical probability density function while the dashed curves are the theoretical
distributions 17 with ζ = 4. This parameter was fixed arbitrarily, but provided that ζ > 3, we found that altering
ζ did not change the shape of Pṅ(ṅ) significantly for these runs. Run (e) ṅ = 5.3 beads/s, h = 10.2 mm, ūs = 0.41
m/s. Run (g) ṅ = 8.0 beads/s, ūs = 0.44 m/s, h = 12.2 mm. Run (i) ṅ = 15.4 beads/s, h = 16.9 mm, ūs = 0.48
m/s. Run (j) ṅ = 20.0 beads/s, h = 19.4 mm, ūs = 0.53 m/s. See [10] for further information
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Figure 9: Comparison of the probability density function
P (ṅ) in a log-linear plot: Hamamori’s equation 19 (with
〈ṅ〉 = 1 bead s−1) and Birnbaum-Saunders distribution
20 (with α = 0.451 and β = 1.556). We also report the
probability density function Pṅ(ṅ) for ζ = 5 (∆x = 1
m, ūs = 1 ms−1): when the number of moving particles
follows the negative binomial distribution 10 (solid red
line) with r = 1 (λ′ = µ) and p = 0.5 (σ = 2λ′) or the
Poisson distribution 13 (dashed red line) with rp = 1
bead s−1. Except for the Poisson distribution (whose
variance equals the mean), the coefficient of variation
is
√

2 and all of the distributions have the same mean
(〈ṅ〉 = 1 bead s−1)

By integrating the velocity probability equation, we ob-
tain an equation for the particle concentration or, equiv-
alently, the particle activity (the volume of particles per
unit bed length) γ(x, t) = N$p/∆x

∂

∂t
〈γ(x, t)〉 + ∂

∂x
(ūs〈γ(x, t)〉) = (21)

∂2

∂x2 (Du〈γ(x, t)〉) + λ− κ〈γ(x, t)〉,

with κ = σ − µ and λ = λ′$p/∆x. This is a linear
advection diffusion equation with a source term. Albeit
of very common structure, this equation yields many in-
teresting insights into the physics of sediment transport.
Note that 21 can also be cast in the following form

∂

∂x
Q(x, t) = E(x, t)−D(x, t)− ∂

∂t
〈γ〉, (22)

with Q = ūs〈γ〉 − ∂x(Du〈γ〉), E = λ + µ〈γ〉, and
D = σ〈γ〉. Interestingly, if we borrow the definition
of the sediment flux rate from David Furbish [31] and
refer to Q as the macroscopic sediment transport rate,
then 22 is the generalized Exner equation established by
a number of authors [46, 47, 30]. Note that the standard
equation 6 does not usually include the time variation
in the particle activity ∂t〈γ〉 as this term is vanishingly
small. Indeed, using dimensional analysis, [48] showed
that provided that the ratio ε = q̄s/qw (with qw the wa-
ter discharge) remains small, the time variation ∂t〈γ〉 is
second order. Thus to leading order, the bed evolution
∂tyb is controlled by the gradient ∂xq̄s.
The existence of diffusive effects in the Exner equa-

tion may lead to the conclusion that by smoothing out
particle activity variations 〈γ(x, t)〉 along the bed, parti-
cle fluctuations dissipate short wavelength perturbations
and so make the bed more stable. Yet, as exemplified
by Turing patterns in certain reaction-diffusion systems
[49], diffusion may amplify instabilities instead of damp-
ening them under a slight perturbation by noise.
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Figure 11: Digital elevation model of the study site (top) and talweg profile along northing (bottom). Blue lines
represent the cross sections employed in the simulations (only 1 of every 5 are shown for the sake of clarity)

4 Numerical Modelling
In this section we present numerical results to describe
the flow hydrodynamics in the upper reach of the gravel
bed Navisence river between Mottec and Zinal glacier
(5.5 km in length), see 11. The mean bed gradient is
4.1%, which is regarded as steep according to geomor-
phological criteria, but this mean slope is shallow in the
mathematical sense (i.e. cos θ ≈ 1), with the impor-
tant consequence that the pressure distribution (across
the depth) is hydrostatic and the Saint-Venant equations
are well-suited.
The river exhibits a rich collection of geomorpholog-

ical features such as steps and pools sequences, mean-
ders, multi-channels and slosh dynamics that increase
flow resistance with respect to regions of quasi-uniform
flow because of mechanical losses due to flow expan-
sion/contraction, dead zones and channel geometry vari-
ations. This pushes us to use cross sectionally averaged
formulations of the Saint-Venant equations as these bet-
ter accounts for streamwise variations of water flow con-
ditions along the river.

4.1 Cross-sectionally Averaged
Saint-Venant Equations

The one-dimensional version of Saint-Venant equations
4-6 can be extended to account for cross sectional varia-
tions as described by Cunge et al. [50]:

∂U
∂t

+ ∂F
∂x

(x,U) = S(x,U), (23)

with
U = (A,Q)T , (24)

F =
(
Q,

Q2

A
+ gI1

)T
, (25)

S = [0, gI2 + gA(S0 − Sf )]T , (26)
in which A is the wetted cross-sectional area and Q ≡ v̄A
is the water flow rate. The term I1 represents a cross-
sectional hydrostatic pressure force,

I1(x,A) =
∫ h(x,A)

0
[h(x,A)− η]σ(x, η)dη, (27)
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Figure 12: Dependence of channel area A, width b, pres-
sure force terms I1 and I2 on the streamwise coordinate
x and flow depth h

in which the surface water level is denoted by h(x,A)
and the local width σ(x, η) at a given depth is

σ(x, η) = ∂A(x, t)
∂η

, (28)

In 26, I2 is the component of the pressure force in the
main stream direction due to the reaction of the walls
arising from shape variations

I2(x,A) =
∫ h(x,A)

0
[h(x,A)− η]∂σ(x, η)

∂x
dη. (29)

The magnitude of this force depends on the cross-
sectional variation for a constant depth. Note that (i)
this approach is underpinned by the hypothesis of grad-
ual variation in flow variables and bed geometry and (ii)
the streamwise gradient of the width is central to the
accurate computation of the total pressure.

In 26, the one-dimensional friction slope term required
to close the model is taken in the form of the Darcy-
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drographs for several grain sizes in Ferguson’s equation
[53, 54]

Weisbach friction law

Sf = f

8g
|v̄|v̄
Rh

, (30)

where f is the friction factor and Rh is the hydraulic
radius of the channel. The last term 26 is the bed slope
S0 ≡ −∂yb/∂x.
A numerical code was written in Matlab to automat-

ically compute A(x, h), Rh(x, h), b(x, h), I1(x, h) and
I2(x, h) for a given digital elevation model (DEM) and
path. Tabulated data were used in an in-house finite vol-
ume code [51], second-order accurate in space and time,
as follows: unknowns A and Q at every time step were
obtained by solving for 23-30; a bidimensional searching
algorithm was then employed to obtain the value of h
associated with A; next, the terms I1(x, h), I2(x, h) and
Rh(x, h) were updated using quadratic interpolation.
Geometrical inputs give us useful information about

the uniformity of the river channel. For instance, on
inspection of the channel area A, width b and pressure
force terms, I1 and I2, for a fixed water flow depth h
along the streamwise coordinate x, see 12, it is read-
ily observed that b and A remain nearly constant over
3 ≤ x ≤ 4.5 km, whilst there are substantial variations
in the upstream reach for x ≤ 3 km. I1 and I2 exhibit a
similar trend as well as other variables such as Rh (not
shown here for brevity). The channel in the lower reach
indeed corresponds to a narrow, deep, confined, and,
entrenched single thread stream with steep, cascading,
step/pool features and low sinuosity [52]. Conversely, the
upper reach is a braided channel with frequently spaced
scour/depositional bed forms. The complex stream pat-
tern found upstream also exhibits numerous expansions
and contractions, as seen in 12 with the width variations,
which are influenced by gravel pit and anthropogenic
structures.

Taking into account the previous considerations, all of
the terms in 23-30 were included in the simulations. In
doing so, their relative importance can be evaluated a
posteriori to discuss further simplifications.

4.2 Unsteady Simulation of Circadian
Water Discharge Variations

Unsteady numerical results were obtained for a syn-
optic hydrograph measured at the Zinal gauge station
(equipped with geophones to record bed load transport
rates). The water flow discharge was set as an upstream
boundary condition placed at this station. The inlet
cross-section area was determined to impose a critical
Froude number, i.e. A was given by the solution to the

equation Q = A3/2
√
g/b. The characteristic variable ex-

trapolation method was employed at the outlet.
The sensitivity of the numerical results to grain size

was evaluated using Ferguson’s friction factor [53], which
is particularly well suited for uniform regimes in gravel-
bed rivers with constant cross section [54]. 13 shows the
outlet hydrograph obtained for a given inlet discharge
(blue solid line) and characteristic grain sizes of d84 = 5,
10 and 30 cm. Surprisingly the outlet hydrograph pre-
serves the same shape as that fixed at the inlet regardless
of the diameter d84. In a long temporal scale the inlet
and outlet hydrographs nearly collapse. Looking into
the details, we found out a small delay between them,
see the inset of 13, that amounts to a different lag time
ranging from 473 s (d84 = 5 cm) to 931 s (d84 = 30 cm).
An additional numerical simulation was performed using
the Colebrook-White equation [55] with d84 = 10 cm. It
agreed very well with the previous one, showing a lag
time of about 720 s.

Field works were done on 14th October 2012 to mea-
sure the velocity field in situ. It was measured for mod-
erate water discharges between 2 and 8 m3/s at five
points along the reach upstream of the geophones sta-
tion. On average, the standard deviation of the mean
velocity considered at each cross section was quite high
(typically 0.8 m/s) compared to the mean flow veloc-
ity (approximately 2.7 m/s). This could be interpreted
as the occurrence of non-uniform velocity profiles in the
cross section and unsteady turbulent spots. The best
agreement between prediction and mean experimental
values was found with grain diameter values of about
10 cm. Maximum discrepancies were lower than 30 %
when computing f using Colebrook-White’s equation or
Ferguson’s law.

Previous results have important consequences for the
hydraulic modelling of mountain rivers as it sets the va-
lidity of the kinematic wave approximation [56] and fric-
tional laws in non-uniform quasi-steady regimes. We pos-
tulate that the propagation of a hydrograph wave form in
mountain rivers can be computed as the solution to the
first order wave equation (the so-called kinematic wave
equation)

∂Q

∂t
+ c

∂Q

∂x
= 0 , (31)

where the wave speed c has to be estimated for a partic-
ular river reach and flow conditions. In addition, taking
into account that the characteristic period of 24 h as-
sociated with circadian oscillations is much longer than
the characteristic lag time of about 15 min for a reach
of 2 km length, one can further assume a local quasi-
steady regime. So, the water flow depth and the velocity
corresponding to a given discharge Q can be obtained
from the steady state solution of the momentum balance
equation neglecting the gradients of Q, i.e. solving for

v̄
∂v̄

∂x
= g

(
S0 −

∂h

∂x

)
− f

8
|v̄|v̄
Rh

, (32)

in which [50]

∂h

∂x
= 1
A

(
∂I1
∂x
− I2

)
. (33)

Note that the spatial variations of the velocity v̄ and
flow depth h induced by cross section variations in non-
uniform channels may play as important role as the bed
slope S0 and the bottom friction as will be shown in the
next section.
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4.3 Steady State Computations
Steady state numerical simulations were performed for
a realistic range of water discharges from 1 to 30 m3/s.
The water discharge was fixed as an upstream bound-
ary condition together with the area corresponding to a
critical Froude number, similarly to the unsteady case.
A sensitivity study, not shown here for the sake of the
brevity, has proven that the numerical solution taken a
few meters downstream of the inflow is insensitive to the
water depth at the inlet. Hence, in the present case,
flow hydrodynamics only depend on the river geometry,
frictional resistance and discharge.

Numerical simulations were performed sequentially to
save computational time. To this end the step hydro-
gram shown in 14 was set at the inlet. A constant
value of the discharge was maintained during the inte-
gration of 23-30 until a steady state is reached through-
out the whole computational domain. Subsequently, it
was monotonously increased by steps of 1 m3/s ensuring
steady state solutions at every discharge. The numeri-
cal solution obviously satisfies the steady state equation,
32-33, and allow us to evaluate the relative importance
of the bed slope and momentum transfer to the bed (i.e.
hydraulic resistance in uniform channels) relative to the
terms, which can be interpreted as local resistance aris-
ing from the non-uniformity of the channel geometry.

In this context, we sought to evaluate the local energy
variation caused by the non-uniformity of the river chan-
nel, denoted hereafter by Sg and defined as the deviation
of the friction slope Sf with respect to the bed slope S0:

Sg ≡
∣∣∣∣ v̄g ∂v̄∂x + ∂h

∂x

∣∣∣∣ = |S0 − Sf | . (34)

15 shows the percentage value of the geometric slope
Sg scaled by S0 obtained in the numerical simulations
as a function of the water discharge. To make the de-
scription easier, we plotted the average value in the
whole river. The average geometric slope induced by
streamwise variations in the hydraulic variables amount

to more than twenty percent of the bed slope, with a
maximum reached at low stages at which average head
loss approaches 45%. It monotonously decreases as the
flow discharge raises, attaining a minimum asymptotic
value (which is above 20%) for flow discharges exceeding
15 m3/s. This result highlights the clear hydraulic con-
trol exerted by the river channel, which turns out to be
significant at the lowest flow rates. This feature has to be
accounted for in the hydraulic modelling if the objective
is to be accurate.

The Froude number Fr ≡ Q/
√
A3g/b follows a well-

defined trend at all flow discharges, as shown in 16.
Three hydraulic regimes are visible. The flow is super-
critical upstream (x < 1600 m), becomes nearly criti-
cal approximately along the next 2 km and finally re-
turns to the supercritical regime further downstream
(x > 3550 m). The average value of the ratio be-
tween the standard deviation and the mean Froude num-
ber is lower than 14% when Q ranges from 1 to 30
m3/s at any x. A similar behaviour is observed if we
use the one-dimensional definition of the Froude number
Fr1d = v̄/

√
gh (whereas its value differs markedly from

the cross-sectionally averaged one Fr).
This remarkable result demonstrates that the solution

exhibits Froude similarity at leading order. This prop-
erty simplifies and tremendously speeds up the compu-
tation of flow depth and velocity for a given flow dis-
charge. As a matter of fact, assuming that the Froude
number Fr∗ is known at a given location x, for instance
calculating it from field data or by means of numerical
simulations just at one discharge Q∗, the flow depth h at
an arbitrary discharge Q can be obtained by solving the
equation

A3

b
(x, h) = 1

g

(
Q

Fr∗

)2
. (35)

Alternatively, one can solve h and v̄ along the thalweg
from

v̄√
g h

= Fr∗1d with v̄ = Q

A(x, h) . (36)

5 Concluding Remarks
Our project (which started five years ago) has made
steady progress, with some interesting achievements re-
garding the stochastic modelling of sediment transport
and the numerical simulations. Here we summarize the
main findings, speak of the future work, and highlight
some of limitations in our current framework.

5.1 Stochastic Model of Sediment
Transport

Our Markov-process-based approach has addressed at
least two issues in the list of problems enumerated in
§ 2:

• Existence of large non-Gaussian fluctuations and
sediment rating curve: in the absence of collective
entrainment (µ = 0), the fluctuations of N are Pois-
sonian, which leads to a rather simple macroscopic
behaviour [9]. In contrast, for µ > 0, fluctuations
are non-Poissonian and may vary significantly over
time, affecting the macroscopic behaviour by the
growth of spatial correlations, which reflects local
increases in the particle activity. Even for steady
uniform flow conditions (with no bed forms), the
variance of the particle flux may become very large.
For time-dependent flow conditions and especially
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Figure 16: Mean value (black solid line) and standard deviation of the cross section (top) and 1d (bottom) Froude
number for water discharges between 1 and 30 m3/s

when bed forms migrate, the expected behaviour
of fluctuations is quite complicated. The Langevin
equation associated with the Fokker-Planck equa-
tion 9 reveals that the noise structure, characterized
by a square multiplicative noise term, differs signifi-
cantly from the white noise term used by Jerolmack
and Mohrig [19] to model the stochastic develop-
ment of bed forms [10]. Altogether, this provides us
with little reason to believe that in real flow con-
ditions, marked by time dependence and bed form
migration, one can obtain consistent time averages
of the particle activity and sediment transport rates.
In our opinion, this explains the failure in both the
laboratory [45] and the field [57, 58] to arrive at
robust estimates of transport rates when the sam-
pling rate is changed. As a consequence, the idea of
a unique bed load rating curve seems dubious.

• Existence of long correlation lengths and bed forms:
when collective entrainment occurs (µ > 0), the spa-
tial correlation function is nonzero and decays ex-
ponentially; the detail is given in [10]. From the
combined action of the water stream (through Du)
and sediment transport (through the deposition and
entrainment rate difference κ), emerges the correla-
tion length scale `c =

√
Du/κ. Similarly, the auto-

correlation time of the number of moving particles
is tc = 1/κ can be quite long (compared to flow
characteristic times). Collective entrainment is con-
sistent with the incipient phase of dune formation:
for µ > 0, there are areas characterized by high cor-
relations in the particle activity, whose strength is

dictated by the ratio µ/κ. This is likely to cause
nonhomogeneous sediment transport, which in turn
promotes bed form development. From this per-
spective, the initiation of bed structure is the con-
sequence of collective entrainment. The subsequent
development of bed patterns is, however, beyond the
scope of our analytical application as it requires cal-
culating the coupling between the stream and topog-
raphy, and more specifically the effects of turbulence
on particle entrainment.

Another particularly interesting result is related to the
difference between the definition of the sediment trans-
port rate at the micro- and macroscales. We come to
conclusions similar to those drawn by Furbish et al. [31]
about the form that the particle flux should take. The
governing equation of the particle activity 21, derived
from the microscopic description of particle transport,
matches the Exner equation 6 provided that (i) the par-
ticle transport rate is defined at the macroscopic scale
as

q̄s = Q(x, t) = 〈γ〉ūs −
∂

∂x
(Du〈γ〉), (37)

and (ii) the term ∂t〈γ〉 is negligible relative to entrain-
ment and deposition rates. The latter assumption is
well-established [48]. This definition of q̄s differs from
the local definition 3. The interpretation of the present
stochastic analysis closely follows those obtained by Fur-
bish et al.: at the macroscopic scale, diffusive effects
are present in the Exner equation, which modulate, to a
varying degree, the advection term. The significance of
this modulation can be estimated using a dimensionless
Péclet number [10].
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In the coming years, the main tasks concern the ex-
tension of the model to deal with non-uniform flow con-
ditions, which involves studying the difficult question of
the coupling between bed topography, turbulence, and
particle entrainment. Two stumbling blocks remain the
definition of the particle flux and the dependence of
the entrainment and deposition parameter under time-
dependent flow conditions.

In the current framework, there are different possibil-
ities of modelling the particle flux between cells. Here,
we have presented one variant based on the decompo-
sition of the particle flux into advection and diffusion
[10]. Thanks to a Poisson transform, we can simulate the
probability distribution of the particle activity in a con-
tinuous probably space (referred to the a-space above)
and obtain results that should be valid independently of
the cell size. The drawback of this formulation is the
difficulty to get the back-transformation of the particle
activity probability. So, for the moment, we can calcu-
late the moments of the number of moving particles N
(or particle activity γ), but the full probability distribu-
tion (in the physical space) is more difficult to calculate.

Another possibility is to use a system-size expansion of
the discrete probabilities [7]. In that case, the governing
equation of the particle activity can be approximated as
a Fokker-Planck equation (but directly in the physical
space contrary to the previous formulation). The advan-
tage is that the formalism is simpler, with no recourse to
transform. The disadvantage is that this approximation
holds true only for sufficiently large cell sizes.

5.2 Water Flow

A one-dimensional, cross-sectional-averaged Saint-
Venant model has been adopted in order to analyse the
hydraulics of a mountain river (La Navisence, Swiss
Alps) at moderate water flow discharges in which bed
load transport is weak.

The detailed study of circadian variations of the water
discharge has shown that the flow regime is quasi-steady
to leading order. The propagation of an arbitrary dis-
charge wave along the river can be readily computed from
the one-dimensional wave equation 31 in which the wave
speed c is fixed by the bed roughness or grain size d85
and by the main channel geometry.

Strikingly, the thorough analysis of the steady state
solution to the cross-sectionally averaged Saint-Venant
equations 23-30 for a wide range of water flow discharges
have proven the existence of Froude similarity in the flow
processes. This feature is of paramount importance to
the subsequent developments as it allows us to recon-
struct the hydraulic conditions in a river section at any
state Q by simply solving an algebraical system of equa-
tions, given by 35-36, where the input parameters are
the channel bathymetry and the Froude number Fr∗ (or
Fr∗1d) at some discharge Q∗. The Froude number can
be measured experimentally or computed from numeri-
cal simulations.

The value of the Froude number depends greatly on
the definition used: it can be computed using the cross-
section (Fr) or the flow variables along the thalweg
(Fr1d). As shown by 16, the differences between Fr
and Fr1d result from the channel geometry influence on
the fluvial hydraulics since local head variations Sg are
of the same order of magnitude as the bed slope S0, as
shown by 15.
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Abstract
The erosion of mixtures of cohesive and incoherent sedi-
ments still constitutes an open problem. Many variables
affect the erosion rate and, therefore, mathematical mod-
eling is quite difficult, so that experimental evidence is
necessary. Original laboratory results are presented and
commented on for a mixture of sand, silt and a small
amount of clay. The eroded surfaces were acquired with
a 3D Laser Scanner and the time evolutions of the eroded
volume and the cumulated volumetric erosion rate were
studied, showing different kinds of behavior. The influ-
ence of bed slope and discharge was also observed.

Keywords:
erosion, cohesive sediments, mixtures, erosion rate.

1 Introduction
1.1 Forces Acting in Cohesive Beds
Despite the great number of studies on fluvial erosion
of cohesive beds, scientific knowledge on the subject is
still not satisfactory, especially about mixtures of cohe-
sive and incoherent sediments (hereafter mixtures). As
detailed by Greco et al. (2010) [1], a deep comprehen-
sion of the factors influencing erosion is not achieved,
nor complete models are available for the prediction of
local scour depths, erosion rates and sediment discharges.
The use of models deduced for incoherent sediments gen-
erally leads to uneconomical overestimations in the case
of cohesive beds or mixtures. In cohesive beds, resis-
tance is due not only to gravitational forces, but also to
cohesive forces, which are forces acting on the particle
surfaces, having physical-chemical, organic and biologi-
cal origin. The erosion phenomenon presents an increas-
ing complexity when the mobile bed is a mixture with
a given percentage of cohesive sediment. Two sediment
particles with size less than a few tens of µm experience
a series of attractive and repulsive surface forces when
immerged in an aqueous solution at a certain mutual dis-
tance. The origin of these forces is due to the presence
of some chemical processes which allow the occurrence
of electrostatic forces [2] [3] [4] [5] [6] [7] [8]. The force
entity depends on certain physical-chemical character-
istics of the sediment particles and of the solution and
reduce with distance. Repulsive forces include the elec-
tric double layer forces, the forces of repulsion between
two bodies with the same charge (Born’s forces) and the
forces of hydration; attractive forces include the van der
Waals forces and the Coulomb force (for details, see, e.g.,
[9] [10] [2] [4]). Repulsive forces become negligible when
the separation distance is greater than some tens of Å.

The total force acting on a particle can be computed
with a volume integral. For silt and large size clay, the
spherical shape can be considered as a first approxima-
tion, using shape coefficients as corrective factors. In
this case, the intensity of repulsive actions is generally
negligible with respect to the van der Waals force, which
constitutes practically the unique contribution to cohe-
sion forces. For clays with size not greater than a few µm,
Mahmood et al. (2001) [3] showed that the real particle
shape is to be considered, proposing some relationships
for the assessments of repulsive forces in phyllosilicates of
a flat hexagonal shape and thickness less than 0.2 µm. In
the case of sediment layers, the cohesive action depends
also on the texture and structure of the bed; hence, the
intensity of the cohesive forces is expressed as a function
of the bulk density, the water content and the Atter-
berg limits. In the mixtures, cohesion is produced by
the fine sediment fraction around the incoherent parti-
cles (which are described only with their density and
grain size distribution curve). Winterwerp et al. (1990)
[11] and Berlamont et al. (1993) [12] provided a list
of 28 parameters influencing cohesion, among which the
following relate to mixtures: percentage of the different
sediment fractions; mean or median diameter of fine frac-
tion, incoherent fraction and mixture; threshold value of
the fraction of fine of coarse material, beyond which the
cohesive forces are not negligible; optimal fraction of fine
of coarse material at which resistance to erosion attains
its maximum value; density of the incoherent fraction.
For mixtures, van Rijn (2007) [13] proposes the classifi-
cations of Table 1.

In the classification by van Ledden et al. (2004) [14]
also the water content is taken into account. Experi-
mentally, the Authors observed the effects of cohesion for
percentages by weight of clay not less than 7.5%, ceteris
paribus. The above classifications are difficult to gen-
eralize, owing to the fact that they were deduced from
specific experimental evidence.

1.2 Critical Shear Stress
Mehta et al. (1989) [15] identified three modalities of
erosion: 1) surface erosion; 2) mass erosion; 3) fluidiza-
tion. In the first type, single particles of little flocs are
eroded, whereas in the second type masses larger than
flocs are removed, with shear stresses greater than in the
previous case. In the third type, solid material not com-
pletely deposited on the bed is transported by flow. With
reference to first two erosion modalities, two threshold
(or critical) values of the shear stress can be considered:
τs for surface erosion and τm for mass erosion. Hence,
surface erosion occurs for τs < τ < τm (where τ is the
actual shear stress), whereas mass erosion for τ > τm.
In dense beds, often the critical value is: τc ≡ τs < τm;
in soft beds, on the contrary, τc ≡ τm. The direct ob-
servation of the critical condition of cohesive sediment
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Table 1: Classification of mixture (from van Rijn, 2007 [13])

Percentage of Percentage of clay Percentage of silt Percentage of sand
Mixture organic material and fine silt (8 ÷ 62 µm) (62 µm ÷ 2 mm)

(< 8 µm)
(%) (%) (%) (%)

Muddy sand
(slightly cohesive) 0 ÷ 10 0 ÷ 5 20 ÷ 40 60 ÷ 80

Sandy mud 0 ÷ 10 5 ÷ 10 30 ÷ 60 60 ÷ 30
Mud 0 ÷ 20 10 ÷ 20 50 ÷ 70 0 ÷ 10

Silty mud 0 ÷ 20 10 ÷ 40 60 ÷ 80 0
Clayey mud 0 ÷ 20 40 ÷ 60 40 ÷ 60 0

motion was firstly performed by many authors [16] [17]
[18] [19] [20] [21]. Partheniades (1965) [22] related the
amount of eroded material to τ under steady flow condi-
tions and obtained τc through an extrapolation (as the
value of τ at which erosion is zero). Arulanandan (1975)
[23] analyzed the influence of Cation Exchange Capacity
(CSC) and Sodium Adsorption Ratio (SAR). Ariathurai
and Arulanandan (1978) [24] studied the effect of pH and
temperature T, observing a decrease of τc as T increased.
Other Authors correlated τc to the sediment density [25]
[26] [27] [28] [29] [30]. Mehta and Lee (1994) [31] tried to
extend the Shields (1936) [32] diagram to cohesive sedi-
ments. Parchure and Mehta (1985) [33] and Zreik et al.
(1998) [34] studied the τs distribution in stratified cohe-
sive deposits. As to mixtures, many other parameters
influence the resistance to erosion. Kamphuis and Hall
(1983) [35] obtained a linear relationship between τc and,
respectively, the resistance to compression and shear of
mixtures. According to Mitchener and Torfs (1996) [36]
and Berlamont and Torfs (1996) [37], the introduction of
silt and clay (in a percentage greater than 5÷20 %) in
a sand deposits acts as to increase the resistance to ero-
sion, due to the space filling process. Panagiotopoulos
et al. (1997) [38] observed an increase of τc for percent-
ages of fine material greater than 30%, with a percentage
of clay of about 11%. De Sutter et al. (2000) [39] ob-
served a maximum increase of τc for percentages of clay
between 20% and 30%, with a decrease for higher per-
centages. Lick et al. (2004) [40] proposed the following
relationship to assess the critical value of the shear stress
for surface erosion:

τs =
[
1 + c

π/6 · (ρs − ρ) · g · d2

]
·414 · d (1)

where c is an empirical coefficient, ρ the water density,
ρs the sediment grain density, g the gravitational accel-
eration and d the sediment diameter. Kothyari et al.
(2006) [41] proposed an empirical relathionship to assess
τc in mixtures of sand and clay, considering the influence
of different parameters. Julian and Torres (2006) [42]
expressed τc as a function of the percentage of silt and
clay. Righetti and Lucarelli (2007) [43] tried to deter-
mine τc by extending the Shields (1936) [32] abacus to
cohesive sediments. In the same year, van Rijn (2007)
[13] proposed some formulae for the assessment of τc as
a function of the Shields critical shear stress. Mostafa et
al. (2008) [44] adopted the dimensional analysis to find
a relationship among τc and different influencing factors,
identifying an optimal water content at which τc attained
its maximum value. Kothyari and Jain (2008) [45] deter-
mined τc in mixtures of fine sand (median diameter d50
= 0.23 mm), fine gravel (d50 = 3.1 mm) and clay (d50
= 3.9 µm). The estimates of τc obtained form all the

above formulations differ notably from each other, also
for an order of magnitude, confirming that the problem
of predicting the critical condition of sediment motion in
cohesive sediments and mixtures is still open.

1.3 Erosion Rate
The assessment of the amount of eroded material is usu-
ally performed through the quantification of the erosion
rate, E, defined as the mass or volume of eroded sediment
per unit surface and time. It is determined in an are AE ,
on which the shear stress τ is spatially constant. The
erosion rate is the average velocity with which erosion
occurs and can be related directly to the average scour
depth. In the literature, many expression are available
for the computation of the erosion rate as a function of
the shear stress excess, τ - τc. Partheniades (1965) [22]
adopted a model based on probabilistic considerations.
Ariathurai (1974) [46] proposed the following relation-
ship for uniform cohesive deposits:

E = M · τa1 · ρa2
d,b (2)

whereM is the constant of erosion, the dimensional struc-
ture of which varies with the type of mathematical rela-
tion adopted. According to Roberts et al. (1998) [30]:

E = M · τ − τc

τc
(3)

where the exponents a1 and a2 are depend on the sedi-
ment characteristics and ρd,b is the density in undrained
conditions. The Authors carried out laboratory tests by
varying medium diameter, dm, and ρd,b (between 1650
and 1950 kg/m3), obtaining the values reported in Ta-
ble 2.

The results show an evident increase of a1 and a2 as
dm increases, but do not allow any conclusion on the be-
havior of M. For dm ≥ 222 µm, the erosion rate does
not depend on ρd,b (a1 = 0). For stratified cohesive de-
posits and surface erosion, Thorn and Parsons (1980) [25]
considered the erosion rate as a function of depth, z, as
follows:

E = M(z) · [τ − τs(z)]n (4)

where n is an exponent, whereas Parchure and Mehta
(1985) [33] derived:

ln
(
E

Ef

)
= M ·

[
τ − τs(z)

]1/2 (5)
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Table 2: Experimental values of the coefficient and the
exponents of Eq. (3) (from Roberts et al., 1998 [30])

M

dm a1 a2

(
cm/s

P aa1 ·(g/cm3)a2

)
(µm)
5.7 1.90 -29.0 3.28 · 103

14.8 2.27 -27.4 2.68 · 104

18.3 2.31 -25.6 1.49 · 104

48 2.23 -23.8 8.27 · 103

75 2.10 -22.3 4.70 · 103

125 2.82 -20.6 4.23 · 103

222 3.32 0 1.25 · 10−2

432 2.56 0 2.25 · 10−2

1020 2.51 0 1.14 · 10−2

1350 2.92 0 6.74 · 10−3

where Ef is the floc erosion rate referred to the amount of
surface solid material removed in incipient motion con-
dition (τ = τs). Sandford and Maa (2001) [47] developed
a unifying semi-empirical model, valid for both uniform
and stratified deposits, which describes the evolution of
the erosion rate over time, t, as follows:

E = M [z(t)] · β · (τ − τc) · exp
[
− β · ξ · (τ − τ0)

]
(6)

where β is a coefficient constant over time and space, ξ
the gradient of the function τs(z) and τ0 the initial time
instant. According to Aberle et al. (2004 and 2006) [48]
[49] and Debnath et al. (2007) [50], on the contrary, pa-
rameter β of Eq. (6) varies as the local density varies.
The attempt, highly diffused in the literature, to include
all the factors which influence cohesion in the only pa-
rameter represented by the constant of erosion leads to
results often in contrast to each other and of difficult
physical interpretation. In addition, in the experimental
determination of M the erosion is assumed to be uni-
form and is characterized with E. As discussed above,
the knowledge on the erosion rate is not satisfactory yet;
in particular about its time evolution. Hence, in the next
sections, original laboratory results on the erosion rate
of a mixture are presented and commented on.

2 Experiment
2.1 Installation
Experiments were carried out in the Laboratorio di
Grandi Modelli Idraulici, Università della Calabria, Italy
[51]. A 10 m-long, 48.5 cm-wide, 50 cm-high tilting flume
with rectangular cross-section was used. The right and
left wall were made of glass and PVC, respectively. A
PVC false floor was mounted 30 cm above the flume bot-
tom, in order to create a sediment recess box in which
the mixture was positioned. The box with the mobile
bed started 6 m downstream of the flume inlet and was
50 cm long and as wide as the cross-section. Sand with
median diameter of 1 mm was glued on the top face of
the PVC false floor, both upstream to and downstream
of the recess box, in order to make the fixed bed as rough
as the mobile one. A tailgate was set at the flume outlet
to regulate the flow depth, which was measured with a
± 0.1 mm-accurate digital point gauge, mounted on a
gantry moving on rails installed on the flume walls. The
eroded surface of the mobile bed was acquired with a

3D Laser Scanner (model Vivid 300/VI-300, produced
by Minolta) mounted on another gantry. Discharge was
measured with a Thomson weir mounted in an outlet
metallic caisson.

Figure 1: Plan view of the laboratory installation
(unit:cm)

Figure 2: Side view of the laboratory installation
(unit:cm)

The 3D Laser Scanner works in the range of distances
from 0.55 to 1.2 m with respect to its base. The acquisi-
tion area is square, with side size varying from 185 mm
(at the minimum distance) and 395 mm (at the maxi-
mum distance). The maximum measurable depth is 395
mm. The accuracy ranges from 0.95 mm (at the mini-
mum distance) and 1.91 mm (at the maximum distance)
along the x-streamwise and y-spanwise axes, whereas it
varies from 0.45 mm to 1 mm along the z-axis orthog-
onal to the bed. The number of points acquired ranges
from about 20000 (at the minimum distance) to 400 (at
the maximum distance). The data elaboration was per-
formed with the software Polygon Editing Tool. In the
experiments, the following parameters were selected: dis-
tance of 70 cm; side size of the square area of 23.5 cm;
accuracy in x and y directions of 1.2 mm; accuracy in z
direction of 0.6 mm; number of points acquired 15500.
The mixture was made of sand, silt and clay. The grain
size distribution curves are shown in Figures 3, 4 and 5
for the sand, the fine material and the mixture, respec-
tively. The mixture had median diameter d50=0.35 mm;
the diameter for which 90% of the material was finer was
d90=1.5 mm.

Figure 3: Grain size distribution curve of the sand used
in the tests
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Figure 4: Grain size distribution curve of the fine mate-
rial used in the tests

Figure 5: Grain size distribution curve of the mixture
used in the tests

2.2 Tests
Two series of tests were carried out (Table 3): series A,
with longitudinal bed slope S0=0.5h, and series B, with
S0=5h. In the first series, four values of the average
discharge over time, Q, were considered, whereas in the
second series two values. Many test durations, t, were
investigated for each discharge, in order to study the time
evolution of erosion. Table 3 shows also the average flow
depth over time, h, for each one of the 31 runs.
Before starting a run, the flume was slowly fed with

a submerged pump; the tailgate was raised up, in order
to reach an hydrostatic condition with a flow depth of 5
cm. The mixture was then kept in this condition (un-
der water) for 1 h and was saturated. After that, the
mobile bed surface was flattened, in continuity with the
upstream and downstream fixed beds. The origin of the
spatial reference system (x, y, z) was conventionally po-
sitioned in the middle of the initial cross-section of the
mobile bed (Figure 6).
For each test, the following variables were computed

(see, e.g., Table 4 for test A1): the ratio B/h, the wetted
area, A, the hydraulic radius, R, the mean flow velocity,
V=Q/A, the Strickler coefficient, ks = V /(R2/3S1/2

0 ),
the Froude number, Fr = V /(gh)1/2, the Reynolds num-
ber, Re=4V R/ν (ν=1.31·10−6 m2/s being the water
kinematic viscosity at temperature T=10◦C), the shear
velocity, u∗=(gRS0 )1/2, the shear Reynolds number,
Re*=u∗d90/ν, the average shear stress, τ=ρu2

∗ , and
the bed shear stress, τb, obtained with the well-known
Vanoni and Brooks (1957) side wall correction procedure.

Table 3: Characteristics of the tests
Dataset Slope Discharge Duration Flow depth

S0 (h) Q (l/s) t (h) h (mm)

A

A1 0.5 12.7

1 65
2 65
4 65
8 64
10 64
12 64
15 63

A2 0.5 24.5
1 106
2 107
4 109
8 110

A3 0.5 17.0

1 96
2 90.3
4 71.6
8 74.6
12 66

A4 0.5 40.1

1 143
2 142
4 143
8 143
12 143

B

B1 5 25.1
1 86
2 84.52
8 88.08
15 90.93

B2 5 40.1

1 112
2 117.3
4 119.4
8 125.4
12 125.4
18 129.7

Figure 6: Cartesian coordinate system

The results showed that the flume behaved as “nar-
row” (B/h<3.5) only in test A4; the flow was always
subcritical (Fr<1); the flow was transitional turbulent
(4<Re∗<70) except in the runs of test B2 in which it
was fully turbulent.

3 Results

3.1 3D Eroded Surfaces

The datasets acquired with the 3D Laser Scanner were
analyzed with a step of 0.5 mm in the x and y directions
in a square window of side size 30 cm centred in the
mobile bed. As examples, Figures 7 to 11 show the 3D
eroded surface for all the runs of test A4, whereas Figures
12 to 15 for all the runs of test B1.

The 3D eroded surfaces show that the erosion pro-
cess in the mixture is strongly three-dimensional; there-
fore, the centreline profile cannot be representative of the
scouring process, since it is different from the lateral pro-
files. The scour depths increase over time, as expected.
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Table 4: Hydraulic variables and results of the separation method (test A1)
t (h) 1 2 4 8 10 12 15
Q (m3/s) 0.0126 0.0127 0.0127 0.0126 0.0131 0.0129 0.0127
h (m) 0.0653 0.0656 0.0659 0.0645 0.0645 0.0643 0.0719

B/h 7.4 7.4 7.4 7.5 7.5 7.5 6.7
A (m2) 0.032 0.032 0.032 0.031 0.031 0.031 0.035
R (m) 0.051 0.052 0.052 0.051 0.051 0.051 0.055
V (m/s) 0.40 0.40 0.40 0.40 0.42 0.41 0.36
ks (m1/3/s) 129 129 128 131 136 135 112
u∗ (m/s) 0.0159 0.0159 0.0159 0.0158 0.0158 0.0158 0.0165
Re 6.3·104 6.3·104 6.3·104 6.3·104 6.5·104 6.4·104 6.2·104

Re∗ 18.22 18.26 18.29 18.14 18.14 18.12 18.93
Fr 0.50 0.50 0.50 0.51 0.53 0.52 0.43
τ (Pa) 0.252 0.253 0.254 0.250 0.250 0.249 0.272
τb (Pa) 0.307 0.308 0.310 0.303 0.302 0.301 0.340

Figure 7: 3D eroded surface (test A4, t = 1 h)

Figure 8: 3D eroded surface (test A4, t = 2 h)

Figure 9: 3D eroded surface (test A4, t = 4 h)

Figure 10: 3D eroded surface (test A4, t = 8 h)

Figure 11: 3D eroded surface (test A4, t = 12 h)

Figure 12: 3D eroded surface (test B1, t = 1 h)
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Figure 13: 3D eroded surface (test B1, t = 2 h)

Figure 14: 3D eroded surface (test B1, t = 8 h)

Figure 15: 3D eroded surface (test B1, t = 15 h)

3.2 Eroded Cross-Sections and
Longitudinal Profiles

The mean elevations, zm, of the eroded surfaces were
determined in discrete cross-sections with step ∆x=0.5
mm, as follows:

zm(x) =

Ny∑
i=1

z(x, yi)

Ny
(7)

where Ny is the number of points acquired in the cross-
section at the abscissa x. Assuming z0=0 as the eleva-
tion of the initial mobile bed, the mean scour depth in
the cross-section at the abscissa x, dsm, was obtained as
follows:

dsm(x) = z0 − zm(x) (8)

It was used to describe to mean longitudinal profiles,
whereas the maximum longitudinal profiles were com-
puted according to the following formula:

dsmax(x) =
∣∣∣∣ Ny

min
i=1
{z(x, yi)}

∣∣∣∣ (9)

As examples, Figures 16 to 19 show respectively an
eroded cross-section at a given time with the mean ele-
vation line, the time evolution of an eroded cross-section,
the time evolution of the mean longitudinal profiles and
the time evolution of the maximum longitudinal profiles
in test A1.

Figure 16: Eroded cross-section at x = 200 mm (test A1,
t = 1 h)

Figure 17: Time evolution of the eroded cross-section at
x = 100 mm (test A1)
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Figure 18: Time evolution of mean longitudinal profiles
(test A1)

Figure 19: Time evolution of maximum longitudinal pro-
files (test A1)

3.3 Eroded Volumes and Erosion Rates
The volume at time t of the kth discrete eroded element
delimited at the top face with the plane z=0 and below
with a 3D surface of vertexes Pi,j , Pi+1,j , Pi,j+1 and
Pi+1,j+1 is given by:

∆VE,k(t) = ∆x ·∆y · zk(t) (10)

where:

zk(t) = |zi,j(t)|+ |zi+1,j(t)|+ |zi,j+1(t)| |zi+1,j+1(t)|
4 (11)

Hence, the eroded volume at time t is:

VE(t) =
Nk∑
k=1

∆VE,k(t) (12)

where Nk is the number of elements in the acquired win-
dow.
The variation of eroded volume in the time interval ∆t

= ti − ti−1 is:

∆VE = VE(ti)− VE(ti−1) (13)

The cumulated volumetric erosion rate, Ev(t), is there-
fore:

Ev(t) = VE(t)
AE · t

(14)

where AE = 900 cm2 is the area of acquisition window
projected on the initial bed plane. The partial volumetric
erosion rate, Ev,p(ti), is:

Ev,p(ti) = ∆VE

AE ·∆t
(15)

The average scour depth in the whole domain at time
t is:

ds(t) = VE(t)
AE

(16)

Tables 5 to 10 and Figures 20 to 24 show the results
of the computations and the regression lines with the
coefficients of determination, R2.

Figure 20: Time evolution of the eroded volumes (se-
ries A)

Figure 21: Time evolution of the eroded volumes (se-
ries B)

The results show that:
- the time evolution of the eroded volume has a loga-
rithmic behavior;

- the time evolution of the partial volumetric erosion
rate is not monotonic, owing to temporary phenom-
ena of deposit;

- the time evolution of the cumulated volumetric ero-
sion rate has a power law behavior;

- for a given slope, the cumulated volumetric erosion
rate varies sensibly with the discharge;

- for a given discharge, the cumulated volumetric ero-
sion rate does not vary sensibly with the bed slope.
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Table 5: Eroded volume and erosion rate (test A1)
t ∆t VE(t) ∆VE Ev,p(t) Ev(t) ds(t)=VE(t)/AE

(h) (h) (cm3) (cm3) (m/s) (m/s) (cm)
1 1 1000.9 1000.9 3.1·10−6 3.1·10−6 1.11
2 1 846.7 -154.2 -4.8·10−7 1.3·10−6 0.94
4 2 991.5 144.8 2.2·10−7 7.7·10−7 1.10
8 4 1164.7 173.2 1.3·10−7 4.5·10−7 1.29
10 2 1499.1 334.4 5.2·10−7 4.6·10−7 1.67
12 2 1391.0 -108.1 -1.7·10−7 3.6·10−7 1.55
15 3 1022.1 -368.9 -3.8·10−7 2.1·10−7 1.14

Table 6: Eroded volume and erosion rate (test A2)
t ∆t VE(t) ∆VE Ev,p(t) Ev(t) ds(t)=VE(t)/AE

(h) (h) (cm3) (cm3) (m/s) (m/s) (cm)
1 1 734.7 734.7 2.3·10−6 2.3·10−6 0.82
2 1 785.1 50.3 1.6·10−7 1.2·10−6 0.87
4 2 879.6 94.5 1.5·10−7 6.8·10−7 0.98
8 4 1054.0 174.4 1.3·10−7 4.1·10−7 1.17

Table 7: Eroded volume and erosion rate (test A3)
t ∆t VE(t) ∆VE Ev,p(t) Ev(t) ds(t)=VE(t)/AE

(h) (h) (cm3) (cm3) (m/s) (m/s) (cm)
1 1 451.6 451.6 1.4·10−6 1.4·10−6 0.50
2 1 383.6 -68.0 -2.1·10−7 5.9·10−7 0.43
4 2 487.7 104.1 1.6·10−7 3.8·10−7 0.54
8 4 300.7 -187.0 -1.4·10−7 1.2·10−7 0.33
12 4 283.2 -17.5 -1.3·10−8 7.3·10−8 0.31

Table 8: Eroded volume and erosion rate (test A4)
t ∆t VE(t) ∆VE Ev,p(t) Ev(t) ds(t)=VE(t)/AE

(h) (h) (cm3) (cm3) (m/s) (m/s) (cm)
1 1 2426.1 2436.1 7.5·10−6 7.5·10−6 2.70
2 1 2673.4 247.3 7.6·10−7 4.1·10−6 2.97
4 2 2860.3 186.9 2.9·10−7 2.2·10−6 3.18
8 4 3022.6 162.3 1.3·10−7 1.2·10−6 3.36
12 4 2830.5 -192.1 -1.5·10−7 7.3·10−7 3.15

Table 9: Eroded volume and erosion rate (test B1)
t ∆t VE(t) ∆VE Ev,p(t) Ev(t) ds(t)=VE(t)/AE

(h) (h) (cm3) (cm3) (m/s) (m/s) (cm)
1 1 932.6 932.6 2.9·10−6 2.9·10−6 1.04
2 1 1056.9 124.3 3.8·10−7 1.6·10−6 1.17
8 6 1137.9 81.0 4.2·10−8 4.4·10−7 1.26
15 7 1210.6 72.7 3.2·10−8 2.5·10−7 1.35

Table 10: Eroded volume and erosion rate (test B2)
t ∆t VE(t) ∆VE Ev,p(t) Ev(t) ds(t)=VE(t)/AE

(h) (h) (cm3) (cm3) (m/s) (m/s) (cm)
1 1 2194.8 2194.8 6.8·10−6 6.8·10−6 2.44
2 1 2535.7 340.9 1.1·10−6 3.9·10−6 2.82
4 2 2811.0 275.3 4.2·10−7 2.2·10−6 3.12
8 4 3374.8 563.8 4.4·10−7 1.3·10−6 3.75
12 4 2870.6 -504.2 -3.9·10−7 7.4·10−7 3.19
18 6 3991.0 1120.4 5.8·10−7 6.8·10−7 4.43
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Figure 22: Time evolution of the cumulated volumetric
erosion rate (series A)

Figure 23: Time evolution of the cumulated volumetric
erosion rate (series B)

Figure 24: Comparison between the time evolutions of
the cumulated volumetric erosion rate (tests A2-B1 and
A4-B2)

4 Conclusion
The experiments carried out with different bed slopes
and discharges on a mixture of sand, silt and clay showed
that:

1) the erosion process is strongly three-dimensional;

2) the time evolutions of the eroded volume and of the
cumulated volumetric erosion rate have a logarith-
mic and a power law behavior, respectively;

3) the cumulated volumetric erosion rate depends on
the discharge more than on the bed slope, in the
ranges investigated;

4) the partial volumetric erosion rate is influenced by
transitory phenomena.

Further research is needed to extend the knowledge to
different mixtures, especially at varying percentages of
fine materials.
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Abstract
Large-eddy simulations (LES) of a turbulent flow laden
with a large number of solid point particles are discussed.
The particle volume fraction is chosen to be high, it
equals about 1.3%. This necessitates the use of a four-
way coupling model for the discrete particle dynamics.
The Euler-Lagrangian method is adopted, which means
that the fluid dynamics is governed by the Navier-Stokes
equations and that the motion of individual particles is
tracked by solving their equation of motion, taking both
the particle-fluid and particle-particle interactions into
account. LES results of particle-laden turbulent chan-
nel flow are compared to single-phase flow to investigate
the effect of the particles on turbulent statistics. Due to
particle-fluid interactions the mean fluid profile is flat-
tened and the boundary layer is thinner. Compared to
single-phase turbulent flow, the streamwise turbulence
intensity of the fluid phase is increased, while the nor-
mal and spanwise turbulence intensities are reduced, as
is also observed in experimental data. The four-way cou-
pled simulations are also compared with two-way coupled
simulations, in which the inelastic collisions between par-
ticles are neglected. The latter comparison demonstrates
that the collisions have a large influence on the main
statistics of both phases, expressed for example by the
stronger coherent particle structures observed in four-
way coupling.

1 Introduction
Many flows of relevance to large-scale environmental sed-
iment transport involve suspended solid particles at sig-
nificant concentrations embedded in a carrying flow. Un-
derstanding the spatial distribution of these particles is
essential in order to, e.g., predict long-term morphody-
namics of the bottom topology in the near-shore surf-
zone. This provides the main context for this study
which is directed toward understanding the fundamen-
tal aspects of the dynamics of the embedded, interact-
ing particles, and to develop a simulation strategy with
which the central up-scaling of laboratory-scale exper-
iments to realistic environmental settings can be sup-
ported.

The dynamics of the embedded particle-ensemble is
quite complex and interacts nonlinearly with the car-
rying fluid-flow. The particles are dragged along by
this carrying fluid-flow and exchange momentum with it.
Moreover, the solid particles interact among each other,
e.g., through inelastic particle-particle collisions. In case
only particle-fluid interactions are incorporated the de-
scription is referred to as ‘two-way coupled’ while a ‘four-

way coupled’ formulation arises when also the particle-
particle interactions are included (Elghobashi and Trues-
dell, 1993) At sufficiently low particle volume fraction ψ
two-way coupling is adequate. However, with increas-
ing ψ the collisions will become dynamically significant
and the computationally more involved four-way cou-
pling will be required. We will show that these colli-
sions strongly influence the main statistical fluid proper-
ties and amplify the ‘self-organization’ of the embedded
particles in coherent swarms.

The two-phase flow is governed by an interplay be-
tween the convective flow nonlinearity, the particle-fluid
and the particle-particle interactions. These effects may
accumulate and significantly change basic turbulence
properties such as mean flow and turbulence intensi-
ties. A large-scale dynamic flow-structuring may arise
affecting the flow-statistics compared to the case with
no or only weak interactions. These flow-alterations
constitute the so-called modulation of turbulence (see
Gore & Crone 1989) which, e.g., seriously complicates
the prediction of the up-scaling of flow-phenomena from
laboratory-scale experiments to environmental-scale set-
tings.

Turbulent particle-laden flows have been studied ex-
perimentally (e.g., Tsuji, Morikawa & Shiomi 1984;
Kulick, Fessler & Eaton 1994; Nieuwland 1995; Moran &
Glicksman 2003) and with simulations. Simulations can
be performed using a two-fluid model in which the solid
phase is modeled as a fluid using continuous variables
(e.g., Nieuwland 1995, Mathiesen, Solberg & Hjertager
2000, Goldschmidt et al. 2002). This approach is quite
well established and may be used to investigate statisti-
cal properties of multi-phase flows (Ferry & Balachandar
2001). A promising, more recent, direction to solve two-
phase flows is to enforce the no-slip condition on the
boundary of each particle using front tracking methods
(see e.g., Tryggvason et al. 2001, Feng & Michaelides
2004). No additional modeling assumptions are required,
but the amount of particles that can be calculated is cur-
rently on the order of 1000s. In this paper we consider a
third approach, the discrete particle method in which the
Navier-Stokes equations which govern the fluid in a Eule-
rian framework are combined with a Lagrangian tracking
of the motion of each individual particle. The forces be-
tween the fluid and each particle are modeled with a drag
law and all collisions between particles are treated with a
deterDNS), but models the effect of the small scales with
a subgrid-model (see the reviews by Pope (2000), Sagaut
(2001) and Geurts (2003)). It is considerably more effi-
cient than Direct numerical simulation (DNS), which re-
solves all turbulent scales in the flow. These techniques
are able to give proper detailed descriptions of the tur-
bulence in a channel flow. LES/DNS of channel flows
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supplemented with a discrete particle model have been
reported a number of times (e.g., Wang & Squires 1996,
Armenio, Piomelli & Fiorotto 1999, Armenio & Fiorotto
2001, Yamamoto et al. 2001, Squires & Simonin 2002,
Marchioli et al. 2003). However, the total solids volume
fraction in these studies remains rather small (0.01%)
and most of these works employ one- or two-way cou-
pling. An exception is Yamamoto et al. (2001) who
started to investigate the influence of particle-particle
interactions in LES of channel flow with particle volume
fractions up to 0.014%. They found that even in such
dilute regimes the effects of collisions are significant.

The purpose of this paper is to present LES of a chan-
nel flow in which the particle volume concentration is one
or two orders of magnitude higher than existing Euler-
Lagrangian studies in literature and hence closer to re-
alistic applications. The discrete particle module devel-
oped by Hoomans et al. (1996) will be used, in which
the spherical particles have a finite size and all (inelastic)
collisions are taken into account. A subgrid closure needs
to be adopted for the LES-equations of the fluid phase
for which we will mainly adopt the model by Vreman
(2004).

The organization of this paper is as follows. In sec-
tion 2 we present the simulation method. Results of a
large number of channel flow simulations are presented in
section 3, focusing on turbulence modulation, the differ-
ences between two- and four-way coupling and coherent
particle structures. Finally, concluding remarks are col-
lected in section 4 (This paper is based on ‘Two-and four-
way coupled Euler-Lagrangian large-eddy simulation of
turbulent particle-laden channel flow’, Vreman, Geurts,
Deen, Kuipers and Kuerten, Flow, Turbulence and Com-
bustion 82, 2009.)

2 Mathematical Formulation
In this section we specify the mathematical formulation
of the simulation model for the turbulent fluid-solids
flow. In subsection 2.1 the equations governing the fluid-
phase are described. The treatment of the solids-phase
is specified in subsection 2.2. The subgrid modeling for
the turbulent stresses that arise in the large-eddy sim-
ulation is introduced in subsection 2.3 and, finally, the
numerical method is discussed in subsection 2.4.

2.1 The Fluid Phase
The computational model distinguishes a fluid phase
and a solids phase. The embedded solid particles are
considered to be small compared to convective turbu-
lent length-scales. This allows to effectively approx-
imate the equations for the fluid phase in terms of
flow through a (time- and position-dependent) porous
medium (Hoomans et al. 1996; Zhang & Prosperetti
1997; Lakehal, Smith & Milleli 2002; Powers 2004). The
local, instantaneous particle concentration determines
the fluid-volume-fraction that is accessible to the fluid
phase. At particle-volume-fractions around 1-2 % we
may restrict to the standard Navier-Stokes equations
that govern a compressible flow with appropriate forc-
ing terms:

∂tρ+ ∂j(ρuj) = 0, (1)
∂t(ρui) + ∂j(ρuiuj) =−∂ip+ ∂jσij + ρaextδi3 + fi,(2)
∂te+ ∂j((e+ p)uj) = ∂j(σijui) + ρaextu3

+fiui −∂jqj . (3)

where the symbols ∂t and ∂j denote the partial differ-
ential operators ∂/∂t and ∂/∂xj respectively. Further-
more, ρ is the density, u the velocity, p the pressure and
e = p/(γ − 1) + 1

2ρukuk the total energy per volume
unit. The constant γ denotes the ratio of specific heats
CP /CV = 1.4. The coordinate x3 denotes the stream-
wise direction of the channel flow, x2 is the normal and
x1 is the spanwise direction. Throughout, we will fre-
quently interchange the symbols x1, x2 and x3 by x, y
and z and u1, u2 and u3 by u, v and w respectively. The
domain is rectangular and the channel width, height and
depth equal L2 = 0.05m, L3 = 0.30m and L1 = 0.075m
respectively. Periodic boundary conditions are assumed
for the stream- and spanwise directions.

The viscous stress σij equals 2ρνSij where ν is the
fluid viscosity and the strain-rate is defined by

Sij(u) = 1
2∂iuj + 1

2∂jui −
1
3δij∂kuk. (4)

The heat-flux qj is defined as −κ∂jT where T is the tem-
perature and κ the heat-conductivity coefficient. Pres-
sure, density and temperature are related to each other
by the equation of state for an ideal fluid ρRfluidT =
Mfluidp, where Rfluid = 8.314J/(molK) is the universal
fluid constant and Mfluid = 0.0288kg/mol is the molar
mass of the fluid.

The symbol aext represents the acceleration caused by
external forces on the fluid phase. It corresponds to a
mean pressure gradient over the channel that is needed
to maintain a desired mass flux. The forcing term fi de-
notes the contributions due to the momentum-exchange
of the particles to the flow. The external acceleration
aext is a function of time only and its level is such that
the total fluid mass flow is constant. In all cases the aver-
age mean fluid velocity is identical, Um = 3.92m/s. The
sink-terms fi are induced by an effective relative motion
of the particles with respect to the fluid which gives rise
to drag forces on the fluid (see next subsection).

We are interested in a section of a riser flow with a ver-
tical centerline velocity Uc of about 4m/s. The parame-
ters of the fluid in the riser are close to those for air. The
initial fluid density is uniform and equals ρg = 1.0kg/m3.
The viscosity equals ν = 3.47 · 10−5m2/s and the heat-
conductivity is obtained from the assumption that the
Prandtl number equals one. The value of the viscosity
is chosen such that Reτ = 180 for channel flow without
particles and Uc = 4.5m/s. The Kolmogorov length-
scale in channel flow equals about η+ ≈ 1.5 in wall-units
(Pope 2000), which implies η ≈ 0.2mm.

2.2 The Solids Phase
The number of solid particles in the channel flow equals
Np ≈ 4 105. During the simulations the motion of
all these particles was tracked, starting from an ini-
tially uniform distribution of particles throughout the
flow-domain. The initial velocity of each particle was
taken equal to the local initial velocity of the fluid-phase.
The particle diameter and density are dp = 0.4mm
and ρp =1500kg/m3, respectively. With the parameters
above the average volume fraction of the particles equals
0.013. The Stokes response-time, defined as

τp =
ρpd

2
p

18µ , (5)

equals 0.4 s. The Stokes number equals 10, based on the
Kolmogorov time derived from the average dissipation
of the unladen flow. In this paper only a single, rather

ERCOFTAC Bulletin 100 65



high, value of the Stokes response-time will be adopted in
order to emphasize the dynamic effects of the embedded
particles. This provides a characteristic, demanding case
of turbulent fluid-solid flow which is used to assess the
feasibility and accuracy of Euler-Lagrangian LES.
The motion of every individual particle i in the system

is calculated from Newton’s second law:

mi
dvi
dt

= Viβ(u− vi) +migez + fppi + fpwi , (6)

where mi denotes the mass, vi the velocity, Vi the vol-
ume of the i-th particle and ez is the unit vector in
the z-direction. The gravitational acceleration equals
g = −9.81m/s2, which is opposite to the mean flow di-
rection. The forces on the right hand side of the equa-
tion represent standard drag, gravity, particle-particle
interaction (fppi ) and particle-wall interaction (fpwi ), re-
spectively. We return to this momentarily. The general
equation of motion for a single particle derived by Maxey
& Riley (1983) contains additional forces, such as added
mass and history terms. However, the comparison with
DNS results performed by Bagchi & Balachandar (2003)
did not show improvements when these forces were in-
cluded. In the present case, the particle density is much
larger than the fluid density. Correspondingly, these ad-
ditional forces, including buoyancy effects are relatively
small and can be neglected (Armenio & Fiorotti 2001).

The symbol β in the drag term is the inter-phase mo-
mentum transfer coefficient. The flow is sufficiently di-
lute to employ the correlation of Wen & Yu (1966):

βd2
p

µ
= 3

4CDRe (7)

where

CD =
{

24(1 + 0.15Re0.687)/Re; Re < 103

0.44 Re > 103,
(8)

in which Re = ρ|u − vp|dp/µ is the particle Reynolds
number, which is evaluated at the particle position.
Bagchi & Balachandar (2003) investigated the valid-

ity of the standard drag law for particles with a diameter
1.5η < d < 10η, where η is the Kolmogorov length-scale.
They found that the time-averaged drag is accurately
predicted and insensitive to whether the fluid velocity
is measured at the particle center, or obtained by av-
eraging over a fluid volume of the order of the particle
size. Instantaneous drag is reasonably well predicted for
moderate particle sizes, e.g., d < 4η. The diameter of
the particles in the present study equals 2η and is within
this region. Hence, we will assume the drag law to be ad-
equately representative of the dominant particle-motion
physics, as far as the single particle dynamics is con-
cerned. Since we consider volume fractions in the 1%
range we treat collisional effects separate from the stan-
dard drag dynamics and ignore corrections from the av-
erage proximity of neighboring particles.
The collision model used in this work is based on the

hard-sphere model developed by Hoomans et al. (1996)
and Hoomans, (1999). The original formulation of this
model was developed for two-dimensional flow. Here,
we extend it to be applicable to turbulent flow in three
spatial dimensions. As the particles are assumed small
compared to the convective turbulent length-scales, this
extension involves no principal changes but only some
technical complications associated with the transition
from two - to three spatial dimensions. This model
has also been validated and frequently applied to three-
dimensional flows (e.g., Delnoij et al. 1999, van der Hoef

Symbol Value Description
dp 4 10−4 m particle diameter
ρp 1.5 103 kg m−3 particle density
Np 419904 number of particles
e 0.97 normal restitution coeff
β0 0.33 tangential restitution coeff
µf 0.1 friction coefficient

Table 1: Parameters used in the treatment of the dis-
crete particles. Each particle is spherical, corresponds to
a Stokes response-time τp = 0.4 s, associated with a vis-
cosity of the fluid phase of µ = 3.47 10−5kg m−1s−1. The
solids phase has an average volume fraction 〈ψ〉 = 0.013
and the mass-load is given by 〈ψ〉ρp/ρg = 19.5.

et al. 2008 and references therein). In the collision model
it is assumed that the interaction forces are impulsive
and therefore all other finite forces are negligible during
collision.

The particle collision characteristics play an impor-
tant role in the overall system behavior as was shown by
Hoomans et al. 1996 and Goldschmidt et al. 2002. For
this reason realistic collision properties of the particles
are supplied to the model. The parameters used in the
treatment of the discrete particles are summarized in ta-
ble 1. Here ψ is the local solid volume fraction, which
does not occur in the present model equations, but is
computed for evaluation purposes (see section 3.3). Col-
lisions between particles are monitored as follows. For
each particle, say A, a neighbor-list is kept. This in-
cludes all particles that are located within a certain ra-
dius of particle ‘A’. Particles nearer the top of the list are
closer to ‘A’, while particles that are further separated
are stored lower on the list. After each collision among
the entire particle swarm, the neighbor lists are updated
when necessary.

2.3 Subgrid-Modeling
In order to make large-scale turbulent flow simulations at
high particle volume fractions feasible, the fluid phase is
described using large-eddy simulation. This is obtained
by applying spatial filtering to the flow equations in or-
der to reduce their dynamical complexity. The filter is
defined by

a =
∫
G(x, ξ)a(ξ)dξ (9)

where a denotes a filtered flow variable and G the filter-
kernel. For the compressible equations we use a density-
weighted filter,

ã = ρa/ρ, (10)
the so-called Favre filter and originally proposed by O.
Reynolds (1895). If the convolution filter is applied to
the governing equations the result may be expressed in
terms of the LES-template (Geurts, 2003): NS(U) =
R(U,U) where the original and filtered variables are de-
fined by U = [ρ, uj , p, T ]; U = [ρ, ũj , p, T̃ ]. The spatial
filtering yields a ‘closure-residual’ R(U,U) which con-
tains, e.g., the filtered forcing term f i and the divergence
of the turbulent stress tensor

τij = ρuiuj − ρuiρuj/ρ = ρ{ũiuj − ũiũj} (11)

The only closure term modeled in this paper is this tur-
bulent stress tensor. The subgrid terms that result from
the filtering of the diffusive viscous fluxes are neglected.
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Likewise, subgrid contributions arising from filtering the
momentum exchange between the discrete particles and
the fluid as represented by the drag law are also ne-
glected. This is a reasonable assumption for the present
application, as we consider relatively coarse particles.
The particles are slightly larger than the Kolmogorov
length-scale and the Stokes response time is an order
of magnitude larger than the Kolmogorov time. There-
fore the motion of the particles is mainly influenced by
the large-scale eddies in the flow (Armenio et al. 1999;
Kuerten & Vreman 2005; Kuerten 2006).
Simulations were performed using different subgrid-

models for the turbulent stress tensor τij . As the results
were found to be quite insensitive of the adopted subgrid
model, compared to the dynamic effects of the particles,
we only include the eddy-viscosity model as described in
Vreman (2004) and Geurts & Vreman (2006), Vreman
et al (2009). This model employs the following positive
invariant of the gradient model mij ,

B = m11m22 −m2
12 +m11m33 −m2

13 +m22m33 −m2
23,
(12)

and defines the eddy-viscosity

νe = c

√
B

(∂j ũi) (∂j ũi)
(13)

where c = 0.07. The dissipation of this eddy-viscosity
and the exact subgrid dissipation were shown to van-
ish for precisely the same class of flows (Vreman 2004).
This model was proposed independently of the work
of Nicoud & Ducros (1999), who constructed a similar
eddy-viscosity. That eddy-viscosity is not based on the
gradient model, but on the square of the velocity gradi-
ent matrix.

2.4 The Numerical Method
The equations for the fluid phase are solved with a
second-order finite volume method, based on central dif-
ferencing on a collocated grid. For details we refer to
Geurts & Kuerten (1993) and Vreman, Geurts & Kuerten
(1996). In the latter work, the second-order numerical
method was found to be sufficiently accurate in LES, also
with respect to the dissipation of kinetic energy.
The channel flow is solved on the domain 3H × 2H ×

12H. The length of the domain in the spanwise (x1) di-
rection is 1.5 times smaller than for most DNS/LES of
single-phase channel flow in order to limit the amount
of carried particles and their collisions to a manageable
number. As a point of reference, we also performed a
single-phase DNS for this computational domain. Specif-
ically, we used an incompressible Fourier/Chebyshev
method with 64 × 128 × 128 modes. The mean and
rms profiles (shown in the next subsection) were veri-
fied to be identical to those of standard DNS-databases
for Reτ = 180 (e.g., Moin & Kim 1982; Moser, Kim &
Mansour 1999; Howard & Sandham 2000; Verstappen &
Veldman 2003).
The large-eddy simulations presented in this paper in-

volve 32×64×64 grid cells. The grid is only nonuniform
in the normal direction and symmetric with respect to
the plane x2 = 0. The grid-points in the left-half of the
channel are defined by

x2,j/H = −1 + sinh(aj/N2)
sinh(a/2) ; j = 0, .., N2/2, a = 6.5

(14)
(Verstappen & Veldman 2003). The first grid point of
the wall is at x2,1 = 0.2mm, corresponding to y+ = 1.5 .

The grid is sufficiently fine to have a well-resolved LES of
channel flow at Reτ = 180, according to common criteria
(see Piomelli & Balaras 2002).

The discretization in time is explicit: forward Euler
for the particles, and a four-stage Runge-Kutta scheme
for the fluid convective, viscous and pressure terms, us-
ing coefficients 1

4 ,
1
3 ,

1
2 and 1. The most costly part

of the simulation method is the discrete particle model,
which requires about 80% of the computation time in
case of four-way coupled simulations. The Euler forward
method was adopted in combination with first-order ac-
curate tri-linear interpolation to obtain the Eulerian ve-
locity field at the particle location. It is combined with
sufficiently small time-steps to yield adequate accuracy
for the particle trajectories. The particle time-step is
about 1/5 of that of the fluid time-step. The simulations
run until at least t = 5s, while statistics are accumu-
lated between t = 3s and t = 5s. The averaging time
of 2s corresponds to 20H/uτ in terms of the wall shear-
velocity uτ , twice as large as a typical averaging time in
single-phase channel flow. With a Stokes response-time
of τp = 0.4 s, the particles are evolved for 12.5 τp and
the accumulation of the statistics is over 5τp.

3 Results
In this section we will compare results obtained in ‘clean’
riser-flow with the particle-laden case, using four differ-
ent subgrid models. First we will consider the clean and
four-way coupled cases and quantify the turbulence mod-
ulation of the fluid phase arising from the presence of the
particles (subsection 3.1). In subsection 3.2 we will iso-
late the effects of the particle collisions and compare the
four-way coupled results with two-way coupled simula-
tions. Finally we will show the occurrence of coherent
particle structures in our simulations (subsection 3.3).

(a)

(b)

Figure 1: Mean streamwise fluid velocity 〈uz〉: linear (a)
and logarithmic (b) for a particle-laden flow, comparing
clean flow (dashed) with four-way coupling (solid). DNS
results of clean flow are indicated by circles.
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(a)

(b)

(c)

Figure 2: Turbulence intensities of the fluid phase;
streamwise (a), normal (b) and spanwise direction (c),
comparing clean flow (dashed) with four-way coupling
(solid). DNS results of clean flow are indicated by cir-
cles.

3.1 Turbulence Modulation
The particle-phase strongly alters the fluid mean flow.
1 shows the fluid mean flow profile normalized with the
maximum Um (a) and the wall shear velocity uτ (b),
based on the four-way coupled formulation. Relative to
the clean channel we observe that the particles give rise
to a strongly reduced boundary layer thickness and a
flatter velocity profile. It corresponds to a larger skin-
friction coefficient and, consequently, a larger Reτ based
on the fluid velocity, which increases from 180 to 300.
The effects of the embedded particles on the developing
flow are also reflected by the profile in the logarithmic
region. Compared to the clean case an approximately
logarithmic velocity profile develops for 10−3 < x2 <
10−2, i.e., corresponding to 20 < y+ < 200, but at a
much larger Von Kármán ‘constant’ (Hinze 1975). In
the following all velocity statistics are normalized with
Um, which is the same for all calculations.

2 shows the turbulence intensities of the fluid phase.
The turbulence modulation by coarse particles leads to
an increased streamwise turbulence intensity and de-

creased transverse and spanwise intensities. This obser-
vation appears generally in line with existing experimen-
tal data. Although a direct comparison with physical
experiments faces important difficulties in view of dif-
ferences in flow-conditions, volume fractions and parti-
cle properties, an interesting analogy with the simulation
findings may be drawn. The experiments by Kulick et al.
(1994) adopt smaller particles at lower volume fraction.
In this regime a decrease in all components of the turbu-
lence intensity was noted. This appears to contrast the
present simulation findings. However, in a study by Tsuji
et al. (1984) larger particles at higher volume fraction
were studied including particles of 0.5 mm in diameter,
with Stokes response-time τp ≈ 0.6 s. This situation is
close to our simulation setting in a number of respects.
In such cases an increase in streamwise intensities in the
core region of the channel was reported. For still coarser
particles Tsuji et al. (1984) found an even stronger in-
crease of turbulence intensity across the entire diameter
of the pipe.

Figure 3: Mean fluid velocity comparing two-way
(dashed) with four-way coupling (solid) using LES.

3.2 Effects of Collisions
In 3 we collected the mean streamwise fluid and solids ve-
locity profiles. Considering the mean flow, both the two-
and four-way coupling cause a higher skin-friction coeffi-
cient and results in a near-wall profile quite similar to the
four-way coupled case. The correspondence of the near-
wall fluid velocity profiles in the two- and four-way cou-
pled descriptions reflects the interaction of the particles
with the solid channel walls which were treated identi-
cally in both the two-way coupled and the four-way cou-
pled cases. The inelastic collisions with the walls create
a low-velocity-layer directly adjacent, which effectively
acts analogous to an increased wall-roughness and hence
yields an increased skin-friction coefficient. The absence
of inelastic particle-particle collisions in the bulk of the
flow is responsible for the absence of a flattening of the
fluid velocity profile. The prediction of the bulk flow
away from the boundary layers is quite different when
comparing the two-way and the four-way approaches.
The two-way description is seen to give rise to a some-
what localized ‘center-jet’ in which the fluid velocity is
up to about 60% larger than the velocity at the edge of
the boundary layer. In contrast, the four-way coupling
gives rise to a slightly flatter velocity profile compared
to the clean channel; the particle-particle collisions evi-
dently allow to avoid the ‘center-jet’ as discussed above.
The striking differences between the resulting dynamics
in the two-way and the four-way coupled descriptions of
the solids-phase are directly related to the inter-particle
collisions. These collisions diffuse kinetic energy of the
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solids in the normal direction. As a consequence the
mean solids velocity profile flattens. Due to the coupling
between phases through the drag force, this collisional
diffusion also flattens the fluid mean velocity profile.

Figure 4: Solid volume fraction 〈ψ〉 obtained with
LES: two-way (dashed) compared with four-way coupling
(solid). Notice that 〈ψ〉 is shifted downward by 0.005 for
the two-way results for clarity.

The particle volume fraction distribution is shown in
4. A characteristic turbophoresis effect is visible in terms
of an approximately 15 % higher concentration near the
solid walls. Turbophoresis has been observed in many ex-
periments (Young and Leeming, 1997) and simulations.
However the factor by which the particle concentration
near the wall is increased, relative to the average bulk-
value, depends strongly on the precise flow-regime that
is considered. The relatively small turbophoresis effect
observed in the present simulations may be attributed
to the fact that the particles are coarse and the mass
load is high. To verify this, we performed a four-way
coupled simulation with particles with a much smaller
diameter (dp = 0.04mm) and, consequently, a lower par-
ticle concentration (ψ = 1.3 · 10−5). In that case strong
turbophoresis was observed; the particle concentration
near the walls increased with a factor of 30 relative to
the mean bulk-concentration. When two-way coupling is
used in combination with coarse, slowly responsive par-
ticles, no appreciable turbophoresis remains as is seen in
4.

3.3 Coherent Particle Structures
In this subsection we will consider the dynamic self-
organization that arises due to the ‘competition’ between
the structuring associated with the inelastic particle col-
lisions and the bursting of particle-clusters due to the
underlying tendency of the clean flow to develop strong
turbulence. The observed flow-structuring displays an
interesting dynamic behavior which will be illustrated
in terms of characteristic instantaneous snapshots of the
particle concentration. These display qualitatively the
sequence of formation and destruction of quite large co-
herent regions of considerably increased particle densi-
ties. We will also show that the four-way coupling model
gives rise to large-scale coherent particle swarms which
are much weaker when the two-way coupling model is
used.
In order to characterize the flow-structuring we con-

centrate on visualizing the instantaneous particle volume
fraction ψ. at different times in 5. A contour value of
ψ = 0.03 is selected, while the solid volume fraction at-
tains a maximum of approximately 0.1 and an average
of 0.013. From these snapshots one may infer the for-

(a) (b)

(c) (d)

Figure 5: Snapshots of the particle volume fraction
showing iso-surfaces at ψ = 0.03 for four-way coupling;
t = 3.1 s (a) with steps of 0.05 s.

mation of large-scale coherent structures in the particle
concentration.

At the particle volume fractions considered here, the
use of the full four-way coupling is essential. This is il-
lustrated in 6 in which we compare a structured particle
field associated with four-way coupling, with a structure-
less field arising in the two-way coupling model. The
particle-particle interactions play a crucial role in the for-
mation of coherent particle structures. These qualitative
impressions further establish that four-way coupling can
not be replaced by the computationally more appealing
two-way coupling.

4 Concluding Remarks
In this paper we presented large-eddy simulation results
of particle-laden turbulent flow in a vertical riser. This
flow is relevant, e.g., to chemical processing and an un-
derstanding of the fundamental dynamics of this flow
is essential in order to properly predict up-scaling of
processes from a laboratory scale to settings which are
of industrial importance. We showed that already at
a modest particle volume fraction of about 1.5 % the
particle-particle interactions play an important role in
the development of the flow. The computationally more
accessible two-way coupling model proved to give rise
to predictions, which for slowly responsive particles and
the present particle volume fraction, lack a turbophoresis
effect and show the occurrence of a fairly strong ‘center-
jet’ which was not recorded in experimental studies. The
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(a) (b)

Figure 6: Granular clustering in coherent particle-
swarms is strongly associated with the four-way coupling
description. Snapshot of the particle volume fraction at
t = 4 s compare the four-way coupling (a) with the two-
way coupling (b). The iso-surfaces shown correspond to
ψ = 0.03.

present particle volume fraction is much larger than in
previous studies of plane channel flow, and the effects
of inter-particle collisions found in the present work are
much larger than the collisional effects reported by Ya-
mamoto et al. (2001), who found a mild effect of colli-
sions in their case.

The presence of a large number of interacting parti-
cles leads to a strong modulation of the turbulence in
the channel. Relative to a clean channel the coupling
between particles and fluid and between particles with
other particles and walls through inelastic collisions is
mainly responsible for the reduction in the thickness
of the boundary layer and the corresponding strong in-
crease in the skin-friction. Moreover, the log-layer that
is characteristic of wall-bounded flows was seen to be re-
tained in the particle-laden case but with a much larger
Von Kármán ‘constant’. Turbulent intensities in the nor-
mal and spanwise directions were reduced whereas the
streamwise turbulent intensity was found to be ampli-
fied by the presence of coarse particles.

The inelastic collisions are mainly responsible for re-
taining turbophoresis in case particles with high Stokes
response-time are used, and a flattening of the mean par-
ticle velocity distribution. These interactions also gave
rise to the occurrence of dynamic self-organization of the
embedded particles in coherent swarms.
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Mathematical Methods and Tools in Uncertainty Management
and Quantification

4-5 Nov 2014, AREVA, Paris, France

Uncertainty quantification is a new paradigm in industrial analysis
and design as it aims at taking into account the presence of numer-
ous uncertainties affecting the behaviour of physical systems. Dom-
inating uncertainties can be either be operational (such as boundary
conditions) and//or geometrical resulting from unknown properties,
such as tip clearances of rotating fan blades or from manufacturing
tolerances. Other uncertainties are related to models, such as tur-
bulence or combustion should also be considered, or to numerical
related errors.

Whether bringing a new product from conception into production
or operating complex plant and production processes, commercial
success rests on careful management and control of risk in the face
of many interacting uncertainties. Historically, chief engineers and
project managers have estimated and managed risk using mostly
human judgment founded upon years of experience and heritage.
As the 21st century begins to unfold, the design and engineering of
products as well as the control of plant and process are increasingly
relying on computer models and simulation. This era of virtual de-
sign and prototyping opens the opportunity to deal with uncertainty
in a systematic formal way by which sensitivities to various un-
certainties can be quantified and understood, and designs and pro-
cesses optimized so as to be robust against such uncertainties. After
several successful Courses on the applications of UQ.

ERCOFTAC decided, based on requests from many participants,
to focus the present Course on the mathematical methodologies of
UQ, enabling the participants to develop an in-depth understanding
of the main methods such as: spectral, including polynomial chaos
methods; methods of moments and Monte-Carlo methodologies.

Lecturers

• Olivier Le MaItre - Visiting Professor, Duke University
Department of Mechanical Engineering and Materials Sci-
ence, Durham, NC - Directeur de Recherche, CNRS Labo-
ratoire d’Informatique pour la Mechanique et les Sciences
de I’Ingenieur, Orsay, France

• Gilbert Rogé, Dr. Dassault Aviation & HDR University
Pierre et M arie Curie Paris, France

• Mike Giles, Professor of Scientific Computing at Oxford
University Professorial Fellow in M athematical Finance at
St Hugh’s College

• Charles Hirsch, Prof. Em. Vrije Universiteit Brussel & Pres
i dent, Numeca Int.

Best Practice For Engineering CFD III (3rd delivery)

26-27 Nov 2014, CMT-Motores, Valencia, Spain

This course is targeted at relatively new and improving CFD an-
alysts in engineering industries and consultancies. It provides the
knowledge to effect a step-change in the accuracy and reliability of
CFD practices across a range of engineering applications relevant
to the power generation, aerospace, automotive, built environment
and turbomachinery sectors - amongst others.

The course is directly relevant to engineering applications of CFD
for single-phase, compressible and incompressible, steady and un-
steady, turbulent flows, with and without heat transfer. M uch of
the content will also be relevant to even more complex engineering
applications.

The main focus will be on RANS applications, but an introduction
to the special considerations required by LES and hybrid methods
is also given.

The course provides the means for CFD analysts to significantly
enhance their use of commercial and open- source CFD software
for engineering applications. In particular, it provides guidance on
best practices and highlights common pitfalls to be avoided.

Lecturers

• Prof. Charles Hirsch, Em. Vrije Universiteit Brussel & Pres-
ident, Numeca Int., Belgium

• Prof. Kemo Hanjalic, TU Delft, The Netherlands

• Prof. Dominique Laurence, UM IST, M anchester, UK,
EDF, Chatou, France

• Prof. M ichael Leschziner, Imperial College, London, UK

• Prof. Wolfgang Rodi, Karlsruhe Institute of Technology,
Germany

Registration - Dr Richard Seoud
richard.seoud-ieo@ercoftac.org
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Announcement for 32nd series of Short Courses 
on 
 

Modelling and Computation of Multiphase Flows 
Part I: Bases 

Part IIA: New Reactor Systems and Methods  
or 

Part IIB: Computational Multi-Fluid Dynamics (CMFD) 
Part III: CMFD with Commercial Codes 

 
Zurich, Switzerland, 09-13 February 2015 

Hosted by the 
Swiss Federal Institute of Technology (ETH) 

in Zurich, Switzerland. 
 

Multiphase flows and heat transfer with phase change are of interest to researchers, scientists and 
engineers working in a multitude of industries. Courses similar to this one have been offered at ETH-
Zurich continuously since 1984. Over the years, the courses have continuously evolved, reflecting on-
going progress and developments. This year the schedule has been again expanded by the addition of 
extra lectures in Parts II to further reinforce the CMFD aspects of the modules.   

The courses are organized in a modular form as an intensive introduction for persons having basic 
knowledge of fluid mechanics, heat transfer, and numerical techniques (introductory tutorial texts are 
e-mailed to the participants before the course), but also serve as advanced courses for specialists 
wishing to obtain the latest information. 

Part I, Bases, covers the common background material and emphasises the latest modelling and 
computational aspects of multiphase flows. A tutorial text is e-mailed to the participants before the 
course to introduce the very basic concepts and fill any basic gaps in their background, so that they 
can participate in the best possible way.  

Part IIA, New Reactor Systems and Methods, covers multiphase flow topics of particular interest to 
the nuclear industry. Some of the most recently proposed advanced reactor designs and the main 
multiphase phenomena of importance are treated. The state-of-the-art and beyond in modelling and 
simulation methods (including CFD and CMFD applications) for core design and accident analysis is 
introduced. An article introducing Light Water Reactors, will be e-mailed as tutorial material for non-
nuclear specialists to the participants before the course. 

Part IIB, Computational Multi-Fluid Dynamics (CMFD), reflects the growing interest in the 
application of CFD techniques to multi-phase flows and covers the most common computational 
techniques. The introductory chapters from a book authored by Tryggvason, Scardovelli and Zaleski 
will be emailed to the participants in Part IIB to prepare them for the lectures.  

Part III, CMFD with Commercial Codes, is attached to both Parts IIA and IIB. The participants will 
hear commercial code developers discuss their products for both nuclear and other applications. 

Course language: English 

Lecturers:  S. Banerjee, D. Bestion, M.L. Corradini, G. Hetsroni, G.F. Hewitt, D. Lakehal, Simon Lo, 
B. Niceno, H.-M. Prasser, G. Tryggvason, S.A. Vasquez, G. Yadigaroglu and S. Zaleski. 

For further information contact by e-mail: 

shortcourse@lke.mavt.ethz.ch 
Internet: http://www.lke.mavt.ethz.ch/news-and-events/events/short-course-mpf.html 
 

[  ETH ML K 14, Sonneggstrasse 3,  CH-8092 Zurich, Switzerland.  Tel. +41-44 632.88 21  ] 

74 ERCOFTAC Bulletin 100



ERCOFTAC Bulletin 100

Recent Table Of Contents Of Flow Turbulence And Combustion

An International Journal Published By Springer
In AssociationWith ERCOFTAC

Editor-In-Chief: K. Hanjalić
Editors: J.J. Chen, M. Reeks,W. Rodi, L. Vervisch

Honorary Editor: J.C.R Hunt
Founding Editor: F. Nieuwstadt

Volume 93, Number 2, September 2014

Linear Eddy Mixing Model Studies of High Karlovitz Number
Turbulent Premixed Flames
S. Srinivasan I S. Menon

Parametric Analysis of Excited Round Jets - Numerical Study
A. Tyliszczak I B.J. Geurts

Experimental Study on Bubble Movement Characteristics
during Underwater Pyrotechnic Combustion
J. Li I H. Guan I D. Song I Q. Wang I J. Du

Fuel Composition Effects on Flame Stretch in Turbulent
Premixed Combustion: Numerical Analysis of Flame-Vortex
Interaction and Formulation of a New Efficiency Function
S. Bougrine I S. Richard I O. Colin I D. Veynante

Effects of Differential Diffusion on Predicted Autoignition Delay
Times Inspired by H2/N2 Jet Flames in a Vitiated Coflow Using
the Linear Eddy Model
D. Frederick I J.Y. Chen

Large Eddy Simulations of a Small-Scale Flameless Combustor
by Means of Diluted Homogeneous Reactors
C. Locci I O. Colin I J.-B. Michel

LES Modeling of the Impact of Heat Losses and Differential
Diffusion on Turbulent Stratified Flame Propagation:
Application to the TU Darmstadt Stratified Flame
R. Mercier I P. Auzillon I V. Moureau I N. Darabiha I O. Gicquel I
D. Veynante I B. Fiorina

Volume 93, Number 3, October 2014

Recent Advances in Turbulent Combustion
Guest Editors: Assaad Masri and Epaminondas Mastorakos

Preface
A.R. Masri I E. Mastorakos

Large Eddy Simulation of Air Entrainment and Mixing in
Reacting and Non-Reacting Diesel Sprays
C. Gong I M. Jangi I T. Lucchini I G. DErrico I X.-S. Bai

Simulation of Dilute Acetone Spray Flames with LES-CMC
Using Two Conditional Moments
S. Ukai I A. Kronenburg I O.T. Stein

Investigation of Lifted Flame Propagation Under Pulsing
Conditions Using High-Speed OH-LIF and LES
V.N. Prasad I M. Juddoo I A. Kourmatzis I A.R. Masri

Topology and Brush Thickness of Turbulent Premixed V-shaped
Flames
S. Kheirkhah I Ö.L. Gülder

Scalar Dissipation Rate Transport in the Context of Large Eddy
Simulations for Turbulent Premixed Flames with Non-Unity
Lewis Number
Y. Gao I N. Chakraborty I N. Swaminathan

Linear-Eddy Model Formulated Probability Density Function
and Scalar Dissipation Rate Models for Premixed Combustion
H.P. Tsui I W.K. Bushe

Large Eddy Simulation and Extended Dynamic Mode
Decomposition of Flow-Flame Interaction in a Lean Premixed
Low Swirl Stabilized Flame
H. Carlsson I C. Carlsson I L. Fuchs I X.S. Bai

Investigation of the Dynamic Response of Swirling Flows Based
on LES and Experiments
F. Biagioli I T. Lachaux I S. Narendran
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ERCOFTAC Special Interest Groups

1. Large Eddy Simulation
Salvetti, M.V.
University of Pisa, Italy.
Tel: +39 050 221 7262
Fax: +39 050 221 7244
mv.salvetti@ing.unipi.it

24. Variable Density Turbulent Flows
Anselmet, F.
IMST, France.
Tel: +33 491 505 439
Fax: +33 491 081 637
anselmet@irphe.univ-mrs.fr

38. Micro-thermofluidics
Borhani, N.
EPFL, Switzerland.
Tel: +41 216 933 503
Fax: +41 216 935 960
navid.borhani@epfl.ch

4. Turbulence in Compressible Flows
Dussauge, Jean-Paul
IUSTI, Marseille
jean-paul.dussauge

@polytech.univmrs.fr

28. Reactive Flows
Pfitzner, M.
Universität der Bundeswehr München,
Germany.
Tel: +49 (0) 8960 042 103
Fax: +49 (0) 8960 042 116
michael.pfitzner@unibw.de

39. Aeroacoustics
Bailly, C.
Ecole Centrale de Lyon, France.
Tel: +33 472 186 014
Fax: +33 472 189 143
christophe.bailly@ec-lyon.fr

5. Environmental Fluid Mechanics
Armenio, V.
Universit di Trieste, Italy.
Tel: +39 040 558 3472
Fax: +39 040 572 082
armenio@dica.units.it

32. Particle Image Velocimetry
Stanislas, M.
Ecole Centrale de Lille, France.
Tel: +33 320 337 170
Fax: +33 320 337 169
Michel.Stanislas@ec-lille.fr

40. Smoothed Particle
Hydrodynamics
Le Touze, D.
Ecole Centrale de Nantes, France
Tel: +33 240 371 512
Fax: +33 240 372 523
David.LeTouze@ec-nantes.fr

10. Transition Modelling
Dick, E.,
University of Ghent, Belgium.
Tel: +32 926 433 01
Fax: +32 926 435 86
erik.dick@ugent.be

33. Transition Mechanisms,
Prediction and Control
Hanifi, A.
FOI, Sweden.
Tel: +46 855 503 197
Fax: +46 855 503 397
ardeshir.hanifi@foi.se

41. Fluid Structure Interaction
Longatte, E.
EDF, France.
Tel: +33 130 878 087
Fax: +33 130 877 727
elisabeth.longatte@edf.fr

12. Dispersed Turbulent Two Phase
Flows
Sommerfeld, M.
Martin-Luther University, Germany.
Tel: +49 346 146 2879
Fax: +49 346 146 2878
martin.sommerfeld@iw.uni-halle.de

34. Design Optimisation
Giannakoglou, K.
NTUA, Greece.
Tel: +30 210 772 1636
Fax: +30 210 772 3789
kgianna@central.ntua.gr

42. Synthetic Models in Turbulence
Nicolleau, F.
University of Sheffield, England.
Tel: +44 114 222 7867
Fax: +44 114 222 7890
f.nicolleau@sheffield.ac.uk

14. Stably Stratified and Rotating Flows
Redondo, J.M.
UPC, Spain.
Tel: +34 934 017 984
Fax: +34 934 016 090
redondo@fa.upc.edu

35. Multipoint Turbulence Structure
and Modelling
Cambon, C.
ECL Ecully, France.
Tel: +33 472 186 161
Fax: +33 478 647 145
claude.cambon@ec-lyon.fr

43. Fibre Suspension Flows
Lundell, F.
The Royal Institute of Technology,
Sweden.
Tel: +46 87 906 875
fredrik@mech.kth.se

15. Turbulence Modelling
Jakirlic, S.
Darmstadt University of Technology,
Germany.
Tel: +49 615 116 3554
Fax: +49 615 116 4754
s.jakirlic@sla.tu-darmstadt.de

36. Swirling Flows
Braza, M.
IMFT, France.
Tel: +33 534 322 839
Fax: +33 534 322 992
braza@imft.fr

44. Fundamentals and Applications of
Fractal Turbulence
Fortune, V.
Université Pierre et Marie Curie, France.
Tel: +33 549 454 044
Fax: +33 549 453 663
veronique.fortune@lea.univ-poitiers.fr

20. Drag Reduction and Flow Control
Choi, K-S.
University of Nottingham, England.
Tel: +44 115 951 3792
Fax: +44 115 951 3800
kwing-so.choi@nottingham.ac.uk

37. Bio-Fluid Mechanics
Poelma, C.
Delft University of Technology, Holland.
Tel: +31 152 782 620
Fax: +31 152 782 947
c.poelma@tudelft.nl

45. Uncertainty Quantification in
Industrial Analysis and Design
Lucor, D.
d’Alembert Institute, France.
Tel: +33 (0) 144 275 472
didier.lucor@upmc.fr
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ERCOFTAC Pilot Centres

Alpe - Danube - Adria
Steiner, H.
Inst. Strömungslehre and
Wärmeübertragung
TU Graz, Austria
kristof@ara.bme.hu

France West
Danaila, L.
CORIA, University of Rouen,
Avenue de l’Université BP12,
76801 Saint Etienne du Rouvray
France.
Tel: +33 232 953 702
luminita.danaila@coria.fr

Italy
Rispoli, F.
Tel: +39 064 458 5233
franco.rispoli@uniroma1.it

Borello, D
Tel: +39 064 458 5263
domenico.borello@uniroma1.it

Sapienza University of Rome,
Via Eudossiana, 18
00184 Roma, Italy

Belgium
Geuzaine, P.
Cenaero,
CFD Multi-physics Group,
Rue des Fréres Wright 29,
B-6041 Gosselies,
Belgium.
Tel: +32 71 919 334
philippe.geuzaine@cenaero.be

Germany North
Gauger, N.R.
Computational Mathematics
Group
RWTH Aachen University
Schinkelstr. 2
D-52062 Aachen, Germany
Tel: +49 241 80 98 660
Fax: +49 241 80 92 600
gauger@mathcces.rwth-aachen.de

Netherlands
Van Heijst, G.J.
J.M. Burgerscentrum,
National Research School for Fluid
Mechanics,
Mekelweg 2,
NL-2628 CD Delft, Netherlands.
Tel: +31 15 278 1176
Fax: +31 15 278 2979
g.j.f.vanheijst@tudelft.nl

Brasil
Rodriguez, O.
Department of Mechanical Engineering,
Sao Carlos School of Mechanical
Engineering,
Universidade de Sao Paulo,
Brasil.
oscarmhr@sc.usp.br

Germany South
Becker, S.
Universität Erlangen, IPAT
Cauerstr. 4
91058 Erlangen
Germany
Tel: +49 9131 85 29451
Fax: +49 9131 85 29449
sb@ipat.uni-erlangen.de

Nordic
Wallin, S.
Swedish Defence Research Agency FOI,
Information and Aeronautical Systems,
S-16490 Stockholm,
Sweden.
Tel: +46 8 5550 3184
Fax: +46 8 5550 3062
stefan.wallin@foi.se

Czech Republic
Bodnar, T.
Institute of Thermomechanics AS CR,
5 Dolejskova,
CZ-18200 Praha 8,
Czech Republic.
Tel: +420 224 357 548
Fax: +420 224 920 677
bodnar@marian.fsik.cvut.cz

Greece
M. Founti.
National Tech. University Of Athens,
School of Mechanical Engineering,
Lab. of Steam Boilers and
Thermal Plants,
Heroon Polytechniou 9,
15780 Zografou, Athens, Greece
Tel: +30 210 772 3605
Fax: +30 210 772 3663
mfou@central.ntua.gr

Poland
Rokicki, J.
Warsaw University of Technology,
Inst. of Aeronautics & Applied
Mechanics,
ul. Nowowiejska 24,
PL-00665 Warsaw, Poland.
Tel: +48 22 234 7444
Fax: +48 22 622 0901
jack@meil.pw.edu.pl

France - Henri Bénard
Cambon, C.
Ecole Centrale de Lyon.
LMFA, B.P. 163,
F-69131 Ecully Cedex,
France.
Tel: +33 4 72 18 6161
Fax: +33 4 78 64 7145
claude.cambon@ec-lyon.fr

Iberian East
Onate, E.
Universitat Politecnica de Catalunya,
Edificio C-1, Campus Norte,
Gran Capitan s/n,
E-08034 Barcelona,
Spain.
Tel: +34 93 401 6035
Fax: +34 93 401 6517
onate@cimne.upc.es

Switzerland
Jenny, P.
ETH Zürich,
Institute of Fluid Dynamics,
Sonneggstrasse 3,
8092 Zürich, Switzerland.
Tel: +41 44 632 6987
jenny@ifd.mavt.ethz.ch

France South
Braza, M.
IMF Toulouse,
CNRS UMR - 5502,
Allée du Prof. Camille Soula 1,
F-31400 Toulouse Cedex, France.
Tel: +33 534 322 839
Fax: +33 534 322 992
Braza@imft.fr

Iberian West
Theofilis, V.
Research Professor of Fluid Mechanics
School of Aerospace Engineering
Technical University of Madrid (UPM)
Tel: +34 91 336 3298
Fax: +34 91 336 3295
vassilios.theofilis@upm.es
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The simultaneous presence of several different phases in 
external or internal flows such as gas, liquid and solid is 
found in daily life, environment and numerous industrial 
processes. These types of flows are termed multiphase 
flows, which may exist in different forms depending on the 
phase distribution. Examples are gas-liquid transportation, 
crude oil recovery, circulating fluidized beds, sediment 
transport in rivers, pollutant transport in the atmosphere, 
cloud formation, fuel injection in engines, bubble column 
reactors and spray driers for food processing, to name only a 
few. As a result of the interaction between the different 
phases such flows are rather complicated and very difficult 
to describe theoretically. For the design and optimisation of 
such multiphase systems a detailed understanding of the 
interfacial transport phenomena is essential. For single-
phase flows Computational Fluid Dynamics (CFD) has 
already a long history and it is nowadays standard in the 
development of air-planes and cars using different 
commercially available CFD-tools. 

Due to the complex physics involved in multiphase flow the 
application of CFD in this area is rather young. These 
guidelines give a survey of the different methods being used 
for the numerical calculation of turbulent dispersed 
multiphase flows. The Best Practice Guideline (BPG) on 
Computational Dispersed Multiphase Flows is a follow-up 
of the previous ERCOFTAC BPG for Industrial CFD and 
should be used in combination with it. The potential users 
are researchers and engineers involved in projects requiring 
CFD of (wall-bounded) turbulent dispersed multiphase 
flows with bubbles, drops or particles. 
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Copies of the Best Practice Guidelines can be acquired 
electronically from the ERCOFTAC website: 

 

www.ercoftac.org 

 

Or from:  

ERCOFTAC (CADO) 
PO Box 53877 
London, SE27 7BR 
United Kingdom 
 
Tel:       +44 203 602 8984 
Email:    magdalena.jakubczak@ercoftac.org 
 

 

The price per copy (not including postage) is: 

ERCOFTAC members 

 First copy     Free 
 Subsequent copies   75 Euros 
 Students     75 Euros 

Non-ERCOFTAC academics 140 Euros 
 Non-ERCOFTAC industrial 230 Euros 
              EU/Non EU postage fee                10/17 Euros 


