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The ERCOFTAC Best 

Practice Guidelines for 

Industrial Computational 

Fluid Dynamics 

The Best Practice Guidelines (BPG) were commissioned by 

ERCOFTAC following an extensive consultation with 

European industry which revealed an urgent demand for such a 

document. The first edition was completed in January 2000 and 

constitutes generic advice on how to carry out quality CFD 

calculations. The BPG therefore address mesh design; 

construction of numerical boundary conditions where problem 

data is uncertain; mesh and model sensitivity checks; 

distinction between numerical and turbulence model 

inadequacy; preliminary information regarding the limitations 

of turbulence models etc. The aim is to encourage a common 

best practice by virtue of which separate analyses of the same 

problem, using the same model physics, should produce 

consistent results. Input and advice was sought from a wide 

cross-section of CFD specialists, eminent academics, end-users 

and, (particularly important) the leading commercial code 

vendors established in Europe. Thus, the final document can be 

considered to represent the consensus view of the European 
CFD community. 

Inevitably, the Guidelines cannot cover every aspect of CFD in 

detail. They are intended to offer roughly those 20% of the 

most important general rules of advice that cover roughly 80% 

of the problems likely to be encountered. As such, they 

constitute essential information for the novice user and provide 

a basis for quality management and regulation of safety 

submissions which rely on CFD. Experience has also shown 

that they can often provide useful advice for the more 

experienced user. The technical content is limited to single-

phase, compressible and incompressible, steady and unsteady, 

turbulent and laminar flow with and without heat transfer. 

Versions which are customised to other aspects of CFD (the 
remaining 20% of problems) are planned for the future. 

The seven principle chapters of the document address 

numerical, convergence and round-off errors; turbulence 

modelling; application uncertainties; user errors; code errors; 

validation and sensitivity tests for CFD models and finally 

examples of the BPG applied in practice. In the first six of 

these, each of the different sources of error and uncertainty are 

examined and discussed, including references to important 

books, articles and reviews. Following the discussion sections, 

short simple bullet-point statements of advice are listed which 

provide clear guidance and are easily understandable without 

elaborate mathematics. As an illustrative example, an extract 

dealing with the use of turbulent wall functions is given below: 

 Check that the correct form of the wall function is being 

used to take into account the wall roughness. An 

equivalent roughness height and a modified multiplier in 

the law of the wall must be used. 

 Check the upper limit on y+. In the case of moderate 

Reynolds number, where the boundary layer only extends 

to y+ of 300 to 500, there is no chance of accurately 

resolving the boundary layer if the first integration point is 
placed at a location with the value of y+ of 100. 

 

 Check the lower limit of y+. In the commonly used 

applications of wall functions, the meshing should be 

arranged so that the values of y+ at all the wall-adjacent 

integration points is only slightly above the recommended 

lower limit given by the code developers, typically 

between 20 and 30 (the form usually assumed for the wall 

functions is not valid much below these values). This 

procedure offers the best chances to resolve the turbulent 

portion of the boundary layer. It should be noted that this 

criterion is impossible to satisfy close to separation or 

reattachment zones unless y+ is based upon y*. 

 Exercise care when calculating the flow using different 

schemes or different codes with wall functions on the 

same mesh. Cell centred schemes have their integration 

points at different locations in a mesh cell than cell vertex 

schemes. Thus the y+ value associated with a wall-

adjacent cell differs according to which scheme is being 
used on the mesh. 

 Check the resolution of the boundary layer. If boundary 

layer effects are important, it is recommended that the 

resolution of the boundary layer is checked after the 

computation. This can be achieved by a plot of the ratio 

between the turbulent to the molecular viscosity, which is 

high inside the boundary layer. Adequate boundary layer 
resolution requires at least 8-10 points in the layer. 

All such statements of advice are gathered together at the end 

of the document to provide a ‘Best Practice Checklist’. The 

examples chapter provides detailed expositions of eight test 

cases each one calculated by a code vendor (viz FLUENT, 

AEA Technology, Computational Dynamics, NUMECA) or 

code developer (viz Electricité de France, CEA, British Energy) 

and each of which highlights one or more specific points of 

advice arising in the BPG. These test cases range from natural 

convection in a cavity through to flow in a low speed 

centrifugal compressor and in an internal combustion engine 

valve. 

Copies of the Best Practice Guidelines can be acquired from: 

ERCOFTAC (CADO) 

PO Box 1212 

Bushey, WD23 9HT 

United Kingdom 

Tel:       +44 208 117 6170 

Email:    admin@cado-ercoftac.org 

 

The price per copy (not including postage) is: 

ERCOFTAC members 

 First copy     Free 

 Subsequent copies                   75 Euros 

 Students     75 Euros 

Non-ERCOFTAC academics                 140 Euros 

 Non-ERCOFTAC industrial                 230 Euros 

EU/Non EU postage fee                      10/17 Euros 

  



BPG for CFD in Turbulent Combustion

ERCOFTAC
Best Practice Guidelines for CFD of Turbulent Combustion

Editors: Profs. Luc Vervisch, & Dirk Roekaerts

The aim of this Best Practice Guide (BPG) is to provide
guidelines to CFD users in a wide range of application
areas where combustion is an essential process. Since the
first edition published in 2015, the interest in numerical
modeling of the emission of particulate material formed in
flames is continuously growing. For this reason, this second
edition includes an new Chapter on the modeling of sooting
flames.

The overall structure of the BPG is as follows:
Chapters 1-3 summarize key issues in turbulent combustion
model formulation. Chapter 4 is addressing the validation
of modelling using available experimental databases. In
the new Chapter 5 the fundamentals driving the formation
and the evolution (nucleation, growth, agglomeration,
oxidation) of flowing non-inertial particles are discussed,
before presenting best practices for major soot modeling
approaches in CFD of turbulent flames. Then, two appli-
cation areas are elaborated in separate chapters: Chapter
6 on Internal Combustion Engines, and Chapter 7 on Gas
Turbines. Best practice guidelines by the nature of tech-
nology development are always temporary. New insights
and approaches will take over after some time. Therefore
this BPG ends with a Chapter 8 on Emerging Methods,
providing a preview of approaches so far only useful for
simulating canonical configurations or requiring further
developments.

A comprehensive CFD approach to turbulent combustion
modelling relies on appropriate submodels for flow turbu-
lence, chemistry and radiation, and their interactions. In
the framework of this BPG, knowledge of turbulent flow
modeling is a pre-requisite and only briefly explained.
Instead the discussion on models is divided in three parts:
turbulence-chemistry interaction (Chapter 1), chemistry
(Chapter 2) and radiative heat transfer (Chapter 3). Many of
the models introduced in the first three chapters will reap-
pear in the discussion in Chapters 4 to 6 and comments on
challenges, advantages and disadvantages are formulated in
all chapters. Those looking for immediate advices to tackle
a specific application may want to proceed immediately
to the application chapters (IC engines in Chapter 5 and
Gas Turbines in Chapter 6) and return to the basic chapters
when necessary. But everyone not finding in these chapters
an immediate answer to the basic question: What is the
best model for my specific application? should certainly
spend some time on Chapter 4, because it addresses the
mandatory preliminary steps that have to be considered to
validate a simulation involving any sort of turbulent flames.

Table of Content
1-Introduction to turbulent combustion modelling
2-Combustion Chemistry
3-Thermal Radiation
4-RANS and LES validation
5-Sooting flames
6-Internal Combustion Engine
7-Gas-Turbines
8-Emerging Methods

To order please visit:

https://www.ercoftac.org/publications/

ercoftac_best_practice_guidelines/cfd_of_

turbulent_combustion/

Or from:
ERCOFTAC (CADO)
PO Box 1212
Bushey, WD23 9HT
United Kingdom
Tel: +44 208 117 6170

Email: admin@cado-ercoftac.org

The price per copy (not including postage) is:
ERCOFTAC members
First copy Free
Subsequent copies 75 Euros
Students 75 Euros
Non-ERCOFTAC academics, 140 Euros
Non-ERCOFTAC industrial, 230 Euros
EU / Non EU postage fee 10/ 17 Euros

https://www.ercoftac.org/publications/ercoftac_best_practice_guidelines/cfd_of_turbulent_combustion/
https://www.ercoftac.org/publications/ercoftac_best_practice_guidelines/cfd_of_turbulent_combustion/
https://www.ercoftac.org/publications/ercoftac_best_practice_guidelines/cfd_of_turbulent_combustion/
admin@cado-ercoftac.org


Non-Ideal Compressible Fluid Dynamics: Preface
A. Guardone1 and M. Pini2

1Coordinator of ERCOFTAC SIG 49, Department of Aerospace Science and Technology, Politecnico di Milano, Italy
2Deputy Coordinator of ERCOFTAC SIG 49, Propulsion and Power, Delft University of Technology, The Netherlands

Non-ideal compressible fluid dynamics (NICFD) is
the branch of fluid-mechanics concerning the study of
non-reacting flows of fluids in non-ideal thermodynamic
states. It therefore deals with dense vapor flows, vapor-
liquid flows, supercritical and near-critical fluid flows,
and compressible liquid flows.

Fluid ideality here refers to the thermodynamics of
perfect gases, namely dilute gases with constant isochoric
specific heat. In NICFD flows, the well-understood non-
ideal thermodynamics of vapours and supercritical flu-
ids, phase transition, and the liquid-vapour critical point
result in significant departure from the the well-known
gas dynamic behaviour of dilute, constant-specific-heat
gases, under both a quantitative and a qualitative point
of view. Non-ideal compressible flows may exhibit non-
monotone Mach variation along isentropic expansions,
Mach-increasing oblique shock waves, condensation and
liquefaction shocks. If the so-called fundamental deriva-
tive of gasdynamics Γ—a dimensionless measure of the
speed-of-sound variation along isentropes—is negative,
non-classical phenomena such as rarefaction shock waves
or double-sonic shocks are physically admissible. Flu-
ids exhibiting a negative-Γ region in the single-phase
vapour are called Bethe-Zel’dovich-Thompson (BZT) flu-
ids. Their actual existence is still to be verified experi-
mentally, after over a century from the first theoretical
results.

Since the 2000’s, the interest in NICFD flows has
steadily grown, arguably driven by engineering applica-
tions related to the conversion of renewable and waste
energy sources, like, e.g., organic Rankine cycles, super-
critical CO2 cycle power plants, combustors operating
with supercritical fluids, and heat-pumps. The impor-
tance of non-ideality in classical gasdynamics was recog-
nized and the theory and physical aspects systematically
investigated. To complement and to assess the accuracy
of theoretical and simulation studies, the community felt
the need for experimental validation and a number of se-
tups were established to measure the thermo-physical

properties of NICFD flows. A special interest group on
NICFD was established within the ERCOFTAC as SIG
49, to provide a reference point for the NICFD commu-
nity. ERCOFTAC recently supported the organisation of
the International Seminar on NICFD in October 2020,
the third edition of a successful series of bi-annual meet-
ings of the NICFD community.

The present ERCOFTAC thematic issue on NICFD
provides an overview of current research activities carried
out worldwide. Due to the intrinsic multi-disciplinary
nature of NICFD, current research encompasses fun-
damental theoretical aspects of gasdynamics, including
shock-wave properties and the characterisation of tur-
bulence; modelling of thermodynamic properties of pure
fluids and mixtures; numerical methods accounting for
complex thermodynamics models of single-phase and of
two-phase flows of pure fluids and mixtures; experimen-
tal techniques and facilities to investigate NICFD flows,
assess the accuracy of numerical models, and support
the development of the next-generation of components
operating in the NICFD regime like, e.g., turbines, com-
pressors and heat exchangers.

The review on non-ideal oblique shock-waves by
Vimercati et al. opens the tematic issue and it is fol-
lowed by the review of Pecnik et al. on turbulence in
supercritical flows. Turbulence in NICFD flows is then
addressed in the contributions by Cinnella et al. and by
Vadrot et al. for non-classical fluid flows and by Cuenot
& Schmitt for transcritical and supercritical fluid flows.
Numerical methods for two-phase non-ideal compress-
ible flows are reviewed by Abgrall et al. ; the application
to cryogenic two-phase flow is then presented by Kim &
Kim. Modelling and numerical methods for mixtures are
described by Koukouvinis et al. and From et al. , respec-
tively. Spinelli et al. reviews current experimental activ-
ities and facilities operating in the NICFD regime; Cozzi
et al. presents optical measurements techniques tailored
to NICFD flows.
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Oblique Shock Waves in Non-ideal Compressible Flows
D. Vimercati1, G. Gori2, A. Kluwick3 and A. Guardone4

1Universität der Bundeswehr München, 85577 Neubiberg, Germany
2Centre Inria Saclay – Île-de-France, 91120 Palaiseau, France

3Technische Universität Wien, 1060 Vienna, Austria
4Politecnico di Milano, 20156 Milan, Italy

Abstract
The nature of shock waves is dictated by the values of
the thermodynamic parameter Γ, known as the funda-
mental derivative of gasdynamics, which expresses the
variation of the speed of sound with the density at con-
stant entropy. Flows evolving in a region where Γ < 0
allow for expansion shock waves only (i.e. the fluid par-
ticles experience a decrease in pressure as the shock front
is crossed) to be formed, in contrast to the conventional,
compressive shocks if Γ > 0. In the mixed regime where
Γ can change its sign, so-called sonic shocks, having uni-
tary normal Mach number relative to the front, can also
be formed. Within the context of single-phase steady
flows, the present work provides an overview of the non-
ideal effects that characterise shock waves occurring in
fluids having Γ < 1. Three main topics are covered: the
increase of the Mach number across the shock, the forma-
tion of expansion and sonic shocks and finally anomalies
in the interaction of shock waves.

1 Introduction
The states far upstream and downstream of an isolated
shock wave, i.e. the states immediately upstream and
downstream of the shock front in the inviscid limit of
the equation of fluid dynamics, are related via the well-
known Rankine-Hugoniot relations (see, e.g, [1]). In the
case of ideal gases with constant specific heats (i.e. for
gases at sufficiently high temperatures and low pressures)
closed-form expressions for the fluid states on each side of
the shock can be obtained. From the qualitative point of
view, from these formula it follows that the pressure, den-
sity, temperature and entropy increase, while the Mach
number decreases, in passing through the shock. A num-
ber of discrepancies from this ideal picture of shock waves
can be traced back to anomalies, i.e. a non-ideal be-
haviour, in the speed of sound.

To fix ideas, let us focus our attention on a steady su-
personic stream having given values of pressure PA, spe-
cific volume vA and Mach numberMA ≥ 1, together with
the flow direction. An oblique shock brings the flow from
the given (pre-shock) state to another state characterised
by PB , vB , MB (post-shock state). Assuming that the
pressure jump [P ] = PB−PA is small and Γ = O(1), the
Taylor series expansion for the post-shock entropy and
Mach number can be written as [2, 3]

sB = sA + ΓA
6TA

[P ]3

ρ3
Ac

4
A

+O
(
[P ]4

)
(1)

and
MB

MA
= 1 +

(
1− ΓA −

1
M2
A

)
[P ]
ρAc2

A

+O
(
[P ]2

)
, (2)

respectively, where ρ = 1/v is the density, s the specific
entropy, T the temperature and M = ‖u‖/c, in which u
is the velocity and c =

√
(∂P/∂ρ)s the speed of sound.

The thermodynamic parameter Γ is defined as

Γ = 1 + ρ

c

(
∂c

∂ρ

)
s

(3)

and is known as the fundamental derivative of gasdy-
namics for the special role it plays in many areas of com-
pressible fluid dynamics [4]. If Γ > 1, which is true
for example for ideal gases with constant specific heats
(Γ = (γ + 1)/2, where γ > 1 is the ratio of the specific
heats), the speed of sound increases if the substance is
compressed isentropically.

By substituting the definition of the speed of sound
into the expression for Γ, it is easily seen that if Γ > 0,
the isentropes are convex in the pressure–specific volume
plane. For weak shocks ([P ] sufficiently small), Eq. (1)
shows that, if Γ > 0, only compression shocks satisfy
sB ≥ sA, as required by the second law of thermodynam-
ics. Conversely, if Γ < 0, expansion shocks are admis-
sible rather than compression shocks. Expansion shocks
are an example of non-classical shock waves; here the
term non-classical indicates the reversed, unconventional
character of the shock wave (more in general, the gasdy-
namics in the regime Γ < 0 is referred to as non-classical
gasdynamics).

Eq. (2) shows that the Mach number does not neces-
sarily decrease across the shock as in perfect gases. Note
that the normal Mach number, un/c, formed using the
velocity component perpendicular to the shock front, in-
stead always decreases across admissible shocks (in ac-
cordance with speed ordering stability criterion, see [5]).
If Γ < 1, the speed of sound can decrease across a com-
pression shock and in a sufficient amount to compensate
the decrease of the velocity magnitude, resulting in an
overall increase of the Mach number. For a weak shock,
MB > MA is realized if the upstream state is such that
1 − Γ − 1/M2 is positive. Following the nomenclature
introduced by Vimercati et al. [3], we refer to Mach
number–increasing shocks as non-ideal oblique shocks.
In the present work, the conditions for the formation

of non-ideal and non-classical shock waves are reviewed.
Finite-amplitude shocks will be considered, i.e. the as-
sumption of weak shocks, used in this section for intro-
duction purposes and useful to delineate existence con-
ditions, is dropped in the following. As a result, specific
domains are reported in which the state upstream of the
shock must be located in order that any of the aforemen-
tioned non-ideal phenomena can be observed. Moreover,
selected mechanisms of non-classical shock interaction
are discussed.

Thermodynamic states featuring Γ < 1 can be found
in the vapour-liquid equilibrium region in the neighbour-
hood of the critical point [7] or in the single-phase vapour

ERCOFTAC Bulletin 124 5
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Figure 1: Shock curves for MDM in the post-shock Mach number–shock angle plane (thermodynamic properties from
REFPROP [6]). The pre-shock Mach number is fixed to MA = 2. The pre-shock thermodynamic states are selected
along the same isentrope sA = s(1.2743Pc, vc) crossing the region JA > 0 (subscript c for critical-point quantities).
Marked configurations: v1 = vc, v2 = 5vc, v3 = 8vc, v3 = 11vc. Also shown is the ideal gas limit (dash-dotted curve)

region of molecularly complex fluids, near to the satura-
tion curve and critical point [8]. In this study, the fo-
cus is on the latter class of fluids; in particular, when
discussing non-classical shock waves, so-called Bethe-
Zel’dovich-Thompson fluids or briefly BZT fluids (from
the names of the pioneers of this field) are considered.

The structure of this work is as follows. In §2, non-
ideal oblique shocks featuring an increase of the Mach
number are examined in the classical gasdynamic con-
text. Section §3 presents the non-classical theory of
oblique shock waves, within a generalised framework
of oblique wave curves (shock polars in the classical
context). Possible ways in which non-classical oblique
shocks interact producing further non-classical waves are
discussed in §4. Section 5 outlines the concluding re-
marks.

2 Non-ideal oblique shock waves
As the Mach number is a parameter of primary inter-
est in many applications, the potential increase of the
Mach number across oblique shock waves is among the
most significant shock-related non-ideal effects. Analysis
of the isentropic limit of weak compression shock waves
(Eq. (2)) demonstrates that oblique shock waves in which
the post-shock Mach number is larger than the pre-shock
Mach number are indeed admissible if Γ < 1. In the fol-
lowing we show how non-ideal oblique shocks of finite
amplitude arise. For simplicity, the analysis if restricted
to fluids exhibiting Γ > 0 in the gaseous phase. To this
end, selected shock parameters are varied, clarifying in
particular the role of the pre-shock thermodynamic state
at a given pre-shock Mach number. The fluid used in this
section for illustrative purposes is MDM (ocatmethyl-
trisiloxane, C8H2402Si3), modelled via the REFPROP
library [6].

Figure (1) shows the variation of the post-shock Mach
number with the shock angle β (i.e. the angle formed
by the shock front and the pre-shock flow direction) for
a fixed pre-shock Mach number MA = 2 and different
pre-shock thermodynamic states selected along the same

isentrope sA crossing the region JA > 0, where J =
1 − Γ − 1/M2 using the notation of Cramer & Best [9].
With the pre-shock Mach number fixed, the locus JA = 0
shown in figure Figure (1) coincides with the isoline Γ =
1−1/M2

A. Four pre-shock thermodynamic states are now
considered, as representative of the possible qualitative
evolution of the post-shock Mach number along the shock
curve

State A1 is located at higher densities than those char-
acterising the region JA > 0. In this case, the post-shock
Mach number monotonically decreases with increasing
shock angle. Exemplary non-monotonic Mach number
distributions are those corresponding to pre-shock states
A2 and A3 in Figure (1). State A2 is taken as repre-
sentative of the Mach number evolution for pre-shock
states featuring JA > 0. For increasing shock angles
starting from β = sin−1(1/MA), the post-shock Mach
number increases. As the magnitude of the tangential
velocity decreases (i.e. with increasing shock angle), the
post-shock Mach number reaches a local maximum and
subsequently decreases towards the subsonic values char-
acterizing strong oblique shocks.

If the pre-shock state exhibits JA < 0, yet the thermo-
dynamic state is selected in the close proximity of the re-
gion JA > 0, such as case A3 shows, the post-shock Mach
number features a non-monotonic profile comprising two
stationary points. The Mach number initially decreases
as required by Eq. (2), but subsequently increases as the
post-shock speed of sound decreases enough to compen-
sate the change in the velocity magnitude.

By increasing the pre-shock specific volume along the
reference isentrope, the two stationary points found in
A3-like configurations occur atMB < MA and ultimately
become coincident. Therefore, any further increase in
vA is such that the post-shock Mach number monoton-
ically decreases with increasing shock angle (despite a
somewhat anomalous, non-ideal curvature of the Mach
number distribution can be observed close to the region
JA > 0).
If the flow conditions resulting in the non-ideal Mach

number increase across oblique shocks are collectively

6 ERCOFTAC Bulletin 124
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Figure 2: Existence domains of non-ideal oblique shocks
in MDM (thermodynamic properties from REFPROP
[6]). For a given pre-shock Mach number, the re-
gion enclosed between the corresponding locus in the
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pre-shock thermodynamic states from which non-ideal
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considered, a domain of existence of non-ideal oblique
shocks in the parameter space of pre-shock thermody-
namic states and Mach number can be defined. If the
pre-shock state lies in this domain, there exists at least
one value of the shock angle leading toMB > MA. For a
given pre-shock Mach number and for each value of the
pre-shock entropy, the limit values of the pre-shock pres-
sure or density, that bound the range where the shock
curve possibly exhibits MB > MA for some values of
the shock angle, are computed. These limiting thermo-
dynamic states define a locus embedding the region in
which the pre-shock thermodynamic state must be se-
lected (together with the given MA) in order to observe
a non-ideal oblique shock. As the pre-shock Mach num-
ber is varied, this procedure determines a one-parameter
family of thermodynamic regions embedding all the pre-
shock states from which non-ideal oblique shock can pos-
sibly occur [3].
Figure (2) reports the existence domain of non-ideal

oblique shocks in the pressure–specific volume digram,
for selected pre-shock Mach numbers. Each domain is
represented by the region between the saturation curve
and the limit curve corresponding to a given Mach
number. For the most part, the domain associated
with a given value of MA coincides with the isoline
Γ = 1 − 1/M2

A [3]. As a result, the domains are
similar in shape to each other and their extension de-
creases as the pre-shock Mach number decreases. The
existence domain of non-ideal oblique shocks shrinks as
the pre-shock Mach number approaches the limit value
MA,min = (1−Γmin)−1/2, where Γmin denotes the mini-
mum values of the fundamental derivative in the gaseous
phase. For MA < MA,min, non-ideal oblique shocks are
not possible.

3 Non-classical oblique shock
waves

The most prominent example of non-classical oblique
shock waves is undoubtedly the expansion oblique shock
as predicted in the weak limit by Eq. (1) if ΓA < 0.
If finite-amplitude shocks are considered, the possibility
that Γ changes sign has interesting consequences not only
on expansion shocks, but also on compression shocks, due
to the appearance of so-called sonic shocks, i.e. shocks

having normal Mach number Mn = un/c equal to 1 in
either the pre-shock state (pre-sonic shock) or the post-
shock state (post-sonic shock) or both states (double
sonic shock) [10].

In contrast to the classical shock theory, in the non-
classical context the presence of sonic shocks implies that
the shock curves, i.e. the locus of post-shock state that
can be connected to a given pre-shock state, may be dis-
continuous. It is instructive to examine this problem
in the framework of the ramp/wedge problem, where a
uniform supersonic stream with known properties is sud-
denly deflected by a ramp/wedge. The problem consists
in finding the wave providing the turning of the uniform
stream together with its downstream state, for a given
ramp angle Θ. The solution set of the ramp problem is
known as a wave curve, namely the locus of downstream
states that can be connected to the given upstream state
by means of wave originating in the corner of the ramp
(scale invariance). In the classical gasdynamic context,
the compression branch of the wave curve is the well-
known shock polar [1]. If BZT fluids are considered, the
structure of the wave curves becomes more complicated
and exhibit a multitude of configurations.

Figure (3) illustrates the possible structure of non-
classical wave curves in the downstream pressure–
deflection diagram associated with a ramp/wedge, ac-
cording to the classification of Vimercati et al. [11] The
van der Waals gas model with cv/R = 57.69, where cv
is the isochoric specific heat and R the gas constant, is
used in this section. Non-classical shock waves can be
found either in the compression or the expansion side
of the wave curve. The wave-curve branches comprising
non-classical shocks are described in the following.

Case N1 features classical oblique shocks for suffi-
ciently small deflections (which implies ΓA > 0). In-
creasing Θ causes the downstream normal Mach number
to decrease until a post-sonic oblique shock is formed. To
continue the compression, a post-sonic shock followed by
an adjacent compression fan centred on the corner of the
ramp/wedge is required. The fan is indeed the type of
wave that makes the compression of a uniform sonic or
supersonic stream possible in the Γ < 0 regime. As the
ramp angle increases, the amplitude of the compression
fan increases, until Γ = 0 at the end of the fan. Com-
pression beyond this point requires the inclusion of an-
other sonic shock, this time with pre-shock sonic state;
the overall configuration is denoted as a shock-fan-shock
compression wave. With increasing ramp angles, the
compression fan becomes weaker and ultimately disap-
pears, thereby recovering the configuration with a single
non-sonic oblique shock. Type-N2 and type-N3 curves
are generated if the upstream thermodynamic state is
inside the negative-Γ region. As a result, for small de-
flection angles, an inverted behaviour is observed. For
increasing downstream pressures, the compression is first
realised by a centred fan, until Γ = 0 at the down-
stream state and a pre-sonic oblique shock must be in-
serted to continue the compression (fan-shock compres-
sion wave). The largest compressions are accomplished
by conventional oblique shocks; the boundary between
these two branches is a pre-sonic shock solution. Given
that ΓA < 0, non-classical oblique shocks are of course
found also in the expansion branch. Here, expansion
oblique shocks are observed for the entire range of deflec-
tion angles (case N2) or for a range of deflection angles
only (case N3) until Mn = 1 on the post-shock state and
a fan is required to continue the expansion (shock-fan
expansion wave).

Curves N4 and N5, for which ΓA > 0, include non-
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classical waves in the expansion branch only. Non-
classical shocks are observed after the initial fan reaches
the condition Γ = 0; the expansion is continued by in-
serting a pre-sonic oblique shock (fan-shock expansion
wave). The fan becomes weaker with decreasing ramp
angles until it disappears and a single expansion oblique
shock provides the deflection. For type-N5 curves, the
expansion shock ultimately features Mn = 1 in the post-
shock state and an additional shock-fan expansion wave
provides the strongest expansions. Finally, curves of type
N6 (ΓA > 0) are distinguished by the following sequence
of oblique waves along the expansion branch, in the or-
der of decreasing downstream pressure: fan, fan-shock,
fan-shock-fan. Here the fan-shock-fan waves are charac-
terised by the presence of a double-sonic shock between
the two centred fans.
As the choice of the upstream states in Figure (3)

demonstrates, for certain upstream thermodynamic
states, two different types of wave curves are possible
depending on the value of the upstream Mach number.
Based instead on the upstream thermodynamic state
only, the non-classical wave curves can be grouped as
follows: N1, N2/N3, N4/N5, N6. A procedure for de-
termining the transition between each of this groups is
detailed by Vimercati et al [11]. It is based on detect-
ing, for any given value of the upstream entropy, limit-
ing values of the pressure or density (for example, the
Γ = 0 locus for the group N2/N3 or the so-called double
sonic locus [12] for the transition between the N4/N5
and the N6 groups). The result of the procedure is
a map, shown in Figure (4) in the P–v plane, of up-
stream states associated with each type of wave curve.
It is seen that the region of upstream thermodynamic
states leading to non-classical wave curves is significantly
larger than the Γ < 0 region and covers a wide range of
states for which svle < sA < sτ , where svle and sτ de-
note the isentrope tangent to the saturation curve and
Γ = 0 locus, respectively. Outside the non-classical re-
gion, only type-C curves (i.e. the classical wave curves
composed of oblique shocks/centred fans in the compres-
sion/expansion branch) are generated. For the regions of
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Figure 4: Upstream-state map of the wave curves in the
P–v for a van der Waals gas with cv/R = 57.69. Super-
posed is the value of transitional upstream Mach num-
ber for the regions where two different configurations are
possible

upstream thermodynamic states where two different con-
figurations are possible, the following holds: type-C, N2
andN4 curves occur ifMA < M tr

A ; N1, N3 andN5 curves
are observed ifMA > M tr

A , whereM tr
A is the transitional

Mach number which depends on the upstream thermo-
dynamic state.

4 Non-classical interactions of
oblique shock waves

The existence of non-classical waves for supersonic flow
over a ramp/wedge implies that non-classical waves can
also be generated by the crossing, overtaking and split-
ting of compression and expansion oblique shocks. Re-
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stricting the analysis to node patterns, i.e. to the imme-
diate neighbourhood of the interaction point in a scale-
invariant flow, makes it possible to directly use the wave
curves computed for the ramp/wedge problem to predict
the outgoing waves of the interaction, for a given couple
of incoming shock waves. This is the classical method of
the wave curves [13], which we apply here to non-classical
flow solutions. A detailed analysis of shock interactions
in BZT fluids can be found in [14]; in this section some
of the most relevant configurations are discussed.

Figure (5) shows a pressure–deflection diagram for a
cross-node (two shocks travelling in opposite directions
collide) in the same van der Waals gas used in the previ-
ous section. Two incident wave curves (one for each prop-
agation direction of the incoming shocks) and a number
of reflected wave curves (i.e. computed from the state im-
mediately downstream of an incident wave) are reported.
As an example, two shocks travelling in a uniform su-
personic stream (state 0) result in state 1 and 1’ of the
flow. In order to turn the flow to a final common direc-
tion, two additional shocks are generated, which cause a
further jump to states 2 and 2’ separated by a contact
discontinuity. The outgoing wave are determined by the
intersection of the reflected wave curves, as the pressure
and flow direction must match across the contact discon-
tinuity emanating from the node.

In Figure (5), both incident shocks are compression
shocks; as the graphical analysis shows, only compres-
sion waves can be generated in this type of interaction.
Case a depicts the typical configuration of a cross node in
classical gasdynamics. Two incident compression shocks
produce two outgoing shocks with a slip line in between.
By increasing the strength of the incident shocks, the in-
tersection of the reflected wave curves occurs along the
non-classical branches, implying that non-classical out-
going waves can be observed. Cases b and c are two such
examples, which involve outgoing shock-fan and shock-
fan-shock waves, respectively. Qualitative changes in the
wave-structure across the incoming shocks are also possi-
ble, see cases d-f , further confirming that a wide variety
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Figure 6: Pressure–deflection diagram for the crossing
of expansion shocks in a polytropic van der Waals gas
(cv/R = 57.69) and schematic illustrations of the cross-
node patterns (upstream flow from left to right). Only
oblique expansion waves are generated in this type of
interaction. Upstream state: P0 = 1.032Pc, v0 = 1.1vc,
M0 = 1.5. Same conventions for the wave curves as in
Figure (3)
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of interaction patterns is to be expected in BZT fluid
flows.
The crossing of expansion shocks is illustrated in Fig-

ure (6). Here, only expansion waves can be generated
at the node. For relatively small pressure jumps across
the incident shocks, it is seen that the interaction pro-
duces outgoing expansion shocks (case a). However, for
larger pressure jumps more complicated configurations
are necessary, such as a couple of expansion shock-fan
waves (b) or pure fans (c). As for the case of compres-
sion shocks, transitions in the wave-curve structure play
an important role and allow for the combination of ex-
pansion shock and shock-fan wave (d), shock and pure
fan (e), fan and shock-fan wave (f) to be generated at
the cross-node.
It should also be noticed that for a perfectly symmetric

incident shock configuration, the outgoing wave pattern
is also symmetric and the velocity and entropy jumps
across the slip line vanish. Therefore, the flow configura-
tion in each of the half planes about the symmetry axis
is identical to that of a regular reflection.

5 Conclusions
Oblique shocks in the regime Γ < 1 may exhibit signifi-
cant differences compared to oblique shocks in the ideal-
gas regime, due to the peculiar variation of the speed of
sound along the shock adiabat. Two classes of oblique
shocks in single-phase gases were reviewed in this work.
Firstly, non-ideal oblique shocks, for which the Mach

number increases from the pre-shock to the post-shock
state, were investigated for thermodynamic states in the
range 0 < Γ < 1. In order to observe non-ideal oblique
shocks, it is necessary that 1 − Γ − 1/M2 > 0 either in
the pre-shock state or along the shock curve.
Next, non-classical oblique shock occurring the mixed

regime where Γ can be either positive or negative were
studied. The prototypical problem of a supersonic flow
over a ramp/wedge served as a framework for the gen-
eralisation of the classical theory of the wave curves to
the non-classical context. Non-classical oblique shocks,
which include expansion shocks and sonic shocks (these
can be both compression and expansion shocks), char-
acterise the branches of the wave curves crossing the
Γ < 0 region. Non-classical wave curves can be clas-
sified into six configurations and are expected to occur
for a wide range of state located along isentropes crossing
the negative-Γ region.
Finally, on the basis of the wave-curve analysis, inter-

actions of oblique shocks in the cross-node configuration
were analysed. It was shown that the collision of oblique
compression shocks travelling in the opposite directions
can easily generate non-classical sonic shocks and that
the collision of oblique expansion shocks in most situa-
tions produces other expansion shocks.
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Abstract
From concentrated solar power plants to rocket engines,
energy conversion systems are continually re-engineered
to perform ever better. Often this involves fluids be-
ing pushed into the supercritical region, where highly
non-ideal thermodynamic effects are at play. Yet, our
fundamental understanding of flow physics at such con-
ditions lags behind to successfully realise these exciting
engineering applications. In this work we summarise our
latest work on boundary layer stability and on scaling
and modelling turbulent flows with non-ideal fluids. We
highlight how complex thermophysical properties in the
vicintiy of the critical point affect the stability of an adia-
batic flow over a flat plate and how fully turbulent flows
can be characterised and modeled using the semi-local
scaling framework we recently developed. At the end of
the paper we will provide an outlook to future research
directions.

1 Introduction
The continuous demand to increase the efficiency of en-
ergy conversion systems and the productivity of pro-
cess plants forces engineers and scientists to use flu-
ids at increasingly higher pressures and temperatures.
For instance, to increase the thermal efficiency of power
plants, engineers are currently developing a thermody-
namic power cycle that operates with carbon dioxide in
the supercritical region, at pressures and temperatures
high enough to exceed the critical point where fluids
behave in a highly non-ideal way. Such a power cy-
cle has the potential to enable a break-through of cost-
competitive, utility-scale solar thermal power plants.
Another example where pressures and temperatures of
fluids continuously increase is in the development of more
powerful rocket engines. The idea of engineers is to use
rocket fuels at supercritical conditions not only to in-
crease fuel mixing with the oxidizer but also to cool the
rocket engine using the fuel before it is injected into the
combustion chamber. While cooling the rocket nozzle,
the fuel is heated from initially cryogenic conditions into
the supercritical region. The net result is a rocket en-
gine that provides higher specific thrust, enabling space
access with increasingly higher payloads.
One of the major obstacles in successfully realizing

these technologies is the limited knowledge of turbulence
in the supercritical fluid region, especially when flows are
heated or cooled across the Widom line (see black dotted
line in Figure (1)) in the supercritical region. The sharp
variations in all thermophysical properties in the vicinity
of the Widom line lead to significantly richer flow physics
and even more intricate phenomena in turbulence.
In this paper we will discuss three topics related to

flows in the supercritical fluid region. In the first topic we
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Figure 1: Pressure – temperature phase diagram of an
arbitrary substance indicating the thermodynamic criti-
cal point and the supercritical fluid region. Pcr and Tcr
are critical pressure and temperature, respectively. Two
applications are shown which will operate in the super-
critical regime

will discuss boundary layer instability with fluids in the
vicinity of the critical point, where we will identify the
range of disturbances to which a given laminar base flow
is unstable and how these instabilities can trigger the
development of turbulence. In the second topic we will
discuss how fully developed turbulent flows with highly
non-ideal fluids can distinctively be characterized by the
semi-local Reynolds number and a scaling approach we
proposed recently in Ref. [1]. In the third topic we will
show how this scaling approach can be used to prop-
erly sensitize common turbulence models to account for
the “leading-order effect” of variable properties on wall
bounded turbulence.
Boundary layer stability In general, hydrodynamic

stability analysis aims at identifying the range of distur-
bances to which a given laminar base flow is unstable
and how these instabilities can trigger the development
of turbulence. The current view is that a decreasing vis-
cosity towards a wall stabilizes the flow [2], while fluid
compressibility significantly enriches the physics of hy-
drodynamic stability [3]. For example, Mack [4] showed
that transition in compressible high-speed boundary lay-
ers with ideal gases can be triggered by trapped acous-
tic waves, which exceed the growth rate of the viscous
mode around a free stream Mach number of 4. How non-
ideal gas effects modify the hydrodynamic stability of a
boundary layer is yet unknown.
Fully developed turbulent flows In this regard, we

recently achieved a major breakthrough, which nicely ex-
emplifies how simple ideas can lead to significant discov-
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eries. Generally, if an ideal gas is heated, the viscosity
increases and the density decreases. How these changes
affect turbulent heat transfer has captivated fluid dy-
namicists for decades, especially when they have to pre-
dict heat transfer to prevent devices from catastrophic
failure. In contrast to past research, we asked a seem-
ingly simple question: “how is turbulent heat transfer
affected if only the density of a fluid changes with tem-
perature and viscosity remains constant?” Such a fluid
does not exist in reality, but using large-scale computer
simulations of several hypothetical fluids, enabled us to
develop a scaling law that now allows to predict heat
transfer to liquids and ideal gases, irrespectively if they
are heated or cooled. Pecnik & Patel [1] derived an alter-
native formulation of the turbulent kinetic energy equa-
tion using semi-local quantities. Using this approach, it
is then possible to quantify turbulence modulation re-
lated to density and viscosity stratifications using the
semi-local Reynolds number. Recently, Kawai [5] per-
formed DNSs on supercritical turbulent boundary-layer
flow with transcritical temperature, and showed that the
turbulent mass flux terms in the turbulent kinetic energy
equation largely exceed values as observed for ideal gas
at the same free-stream Mach numbers. Hence, in tur-
bulence with large density fluctuations this terms has to
be accounted for when modelling wall bounded turbulent
flows.
Turbulence modelling Turbulence plays a vital role

in heat transfer and skin friction across the boundary
layer in wall bounded flows. For engineers, it is there-
fore of paramount importance to accurately model tur-
bulence during the design process of any flow guiding
devices, such as heat exchangers with strongly cooled
or heated flows, rocket propulsion systems, combustion
chambers with chemically reacting flows, or turboma-
chinery flows with unconventional working fluids. In all
these applications, strong heat transfer causes large tem-
perature gradients and consequently large variations in
density, viscosity, thermal conductivity, heat capacity,
etc., which alter the conventional behavior of turbulence.
Despite decades of research, turbulent flows with variable
thermophysical properties are still far from being under-
stood. Accordingly, turbulence models for engineering
applications with large heat transfer rates are not able
to provide accurate results for Nusselt numbers, pressure
losses, or any other quantities of interest.

2 Transition to turbulence
Most of the present knowledge on stability and laminar-
turbulent transition is limited to ideal gases [3] or incom-
pressible flows, where thermodynamic properties are con-
stant. On the other hand, numerical simulations of real
gas effects (high-temperature chemical effects) in hyper-
sonic flows has just gone through an initial stage [6, 7, 8].
These effects, often referred to as real-gas effects, include
vibrational excitation, dissociation and recombination of
gas species, ionization, radiation and surface ablation.
Apart from the high-temperature chemical effects, strat-
ifications in thermodynamic or/and transport properties
can substantially influence the stability (see review by
Govindarajan & Sahu [9], and references therein). These
stratifications exist both naturally (e.g. in the Earth-
âĂŹs outer core) and artificially (e.g. exert wall heat-
ing/cooling), revealing some of the non-ideal-gas effects.
We recently investigated the stability of boundary

layer flows with fluids close to the critical point [10],
through linear stability theory [11], direct numerical sim-
ulation and inviscid analysis. To account for the full non-
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Figure 2: Boundary layer temperature profiles (left col-
umn) and corresponding neutral stability curves as func-
tion of Reynolds number, Reδ, and perturbation fre-
quency, F , (right column) for cases with increasing free
stream Mach number (M∞ = [0.4, 0.5, 0.6]). The equiv-
alent ideal gas solution is shown in gray to highlight
differences. The wall is adiabatic and the free stream
temperature is at 280 K

ideal gas effects, one must take the non-ideal equation-of-
state into consideration as well as the complicated func-
tions of thermodynamic/transport properties in terms
of its thermodynamic state, which can be determined
by two independent thermodynamic quantities (such as
density and internal energy). We study boundary layer
flows with carbon dioxide (CO2) at a constant pressure
of 80 bar, which is above the critical pressure (73.9 bar).
The flow conditions are such chosen that different ther-
modynamic regimes of interests shall be well revealed.

If a fluid at constant supercritical pressure is heated,
such that the Widom line is crossed (see black dotted
line in Figure (1)), highly non-ideal effects are at play.
In the vicinity of the Widom line, which is an extension
of the liquid-vapor coexistence line into the supercritical
fluid regime (see solid orange line in Figure (1)), a seem-
ingly continuous phase transition from a compressible
liquid to a dense vapor occurs with large changes in all
thermophysical properties [12, 13, 14]. As the tempera-
ture at the wall increases towards the Widom line (due
to viscous heating), the stability of the flow increases
significantly (see neutral stability curves in the right col-
umn of Figure (2) (a,b) for two different Mach numbers).
By crossing the Widom line, Figure (2)(c), a novel and
peculiar second mode (Mode II) appears which overlaps
with Mode I. Until now, such a phenomenon has not
been observed and further research is required to unveil
this intriguing mechanisms using advanced theory, com-
prehensive simulations and novel experiments.

To characterise the boundary layer flow we use the
Reynolds number, Re∞, Prandtl number, Pr∞, Eckert
number, Ec∞ and the Mach number, Ma∞ (all based on
freestream parameters) which are given as:

Re∞ = ρ∗∞u
∗
∞l
∗
0

µ∗∞
, Pr∞ =

µ∗∞C
∗
p∞

κ∗∞
,
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Figure 3: Growth rates of perturbations in the F − Reδ stability diagram with T ∗∞ = 280 K. (a) Ec∞ =
0.11, 0.12, ..., 0.19, (b) Ec∞ = 0.194, 0.196, ..., 0.202 (Mode I), (c) Ec∞ = 0.190, 0.192, ..., 0.202 (Mode II)

Ec∞ = u∗2∞
C∗p∞T

∗
∞
, Ma∞ = u∗∞

a∗∞
. (1)

The subscript ∞ denotes freestream values, superscript
∗ stands for dimensional variables, l∗0 is a chosen length
scale, a∗∞ is the speed of sound in the freestream. Note
that for an ideal gas Ec∞ = (γ − 1)Ma2

∞, where γ is
the heat capacity ratio. In linear stability theory, l∗0 is
chosen to be the local boundary layer thickness scale δ∗,
which results in the definition of Reδ:

δ∗ =
(
µ∗∞x

∗

ρ∗∞u
∗
∞

)1/2
,

Reδ = ρ∗∞u
∗
∞δ
∗

µ∗∞
=
(
ρ∗∞u

∗
∞x
∗

µ∗∞

)1/2
. (2)

Besides the known stabilization of compressibility ef-
fects (increase Ec∞), the boundary layer flow is further
stabilized by non-ideal gas effects in the subcritical or
supercritical regime. In either regime, the temperature
profile remains below or above T ∗pc, the stabilization is
more prominent when T ∗∞ is closer to T ∗pc and/or Ec∞ is
increased.

The most interesting results lie in the transcriti-
cal regime, where the temperature profile crosses the
pseudo-critical point (Tpc = 307.7 K). We show in Fig-
ure (3) a detailed evolution of the growth rate with
T∞ = 280 K by gradually increasing the Eckert number
afrom Ec∞ = 0.11 to Ec∞ = 0.202, such that the insu-
lated wall temperature increases. Figure (3)(a,b) shows
the neutral curve of Mode I, while in Figure (3)(c) we
show Mode II that becomes unstable at Ec∞ ≥ 0.19.
It appears that the maximum critical Reynolds number
Reδ occurs at Ec∞ = 0.16. The flow enters the transcrit-
ical regime (the temperature crosses the pseudo-critical
point) at Ec∞ ≥ 0.17, and the growth rate and the ex-
tent of the neutral curve of Mode I again increases. Fig-
ure (3)(b) shows the evolution of Mode I in the trans-
critical regime. With an increase in Ec∞, the range of

unstable Reδ decreases, while the range for unstable F
increases. Most noteworthy is the growth rate of Mode
II, which increases much faster with Ec∞ and becomes
much larger than Mode I. This indicates that the flow
in the transcritical regime is significantly destabilized by
non-ideal gas effects through Mode II.

The inviscid analysis shows that in the transcritical
regime, Mode II is not caused by the trapped acoustic
waves which is deemed to give rise to higher modes in
hypersonic flows. We show that the generalized inflec-
tion point criterion, derived in [15], expressed in density
D(ρ0DU0) is also valid for non-ideal gases. As result,
an inviscid mechanism is present in the trans- and su-
percritical regimes in contrast to the subcritical regime
which contains the viscous instability only.

3 Fully turbulent flows
Figure (4) shows three turbulent channel flow simula-
tions using DNS. The fluid is volumetrically heated,
while the temperature at the wall is kept at a constant
value. Different constitutive relations for density, ρ, and
viscosity, µ, as a function of temperature, T , were used.
The case CRe?τ (figure (a)) corresponds to a flow for
which density and viscosity are decreasing away from the
wall, such that the semi-local Reynolds number Re?τ is
constant across the whole channel height. The semi-local
Reynolds number is defined as

Re?τ ≡
√
〈ρ〉 /ρw
〈µ〉 /µw

Reτ , (3)

where 〈·〉 denotes Reynolds averaging, the subscript w
indicates quantities at the isothermal wall (no averaging
at the wall is required), Reτ = ρwuτwh/µw is the friction
Reynolds number based on friction velocity, uτw , and a
characteristic length, h. Although this case has arbitrary
thermophysical properties, it is worthwhile to mention
that it bears similarities to supercritical fluids, for which
both density and viscosity decrease when heated across
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Figure 4: Contour plots of instantaneous density ρ (top
half) and dynamic viscosity µ (lower half) for cases CRe?τ
(a), Gas-like (b), and Liquid-like (c)

the pseudo-critical temperature [16, 17]. The cases GL
and LL (figure (b) and (c)) are flows with gas-like and
liquid-like property variations that both have large gra-
dients in Re?τ . More details on the governing equations,
the numerical scheme and the DNS cases can be found
in [1].
The streamwise velocity profiles are shown in Fig-

ure (5). Note, the van Driest velocity transfor-
mation (left figure), which is defined as uvD =∫ √
〈ρ〉 /ρw d(〈u〉 /uτw

), is not capable to provide a col-
lapse for the velocity profiles of these three DNS cases.
On the other hand, the velocity scaling as proposed by
[18], and later independently derived by [19], provides a
good collapse for all cases (right figure). The u?-velocity
scaling based on the semi-local Reynolds number is ex-
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Figure 5: Contour plots of instantaneous density ρ (top
half) and dynamic viscosity µ (lower half) for cases CRe?τ
(a), Gas-like (b), and Liquid-like (c)

pressed as,

u? =
∫ uvD

0

(
1 + y

Re?τ

dRe?τ
dy

)
d
〈
uvD

〉
. (4)

This transformation has been obtained by scaling the
Navier-Stokes equation using semi-local scales, which is
the key to account for the leading-order effect of variation
in thermophysical properties on turbulence. This semi-
local scaling approach provides a framework to collapse
other turbulence properties as well and consequently pro-
vides insight to properly models turbulence as discussed
in the next section.

4 Turbulence Modeling
Common turbulence models for solving the Reynolds-
averaged Navier-Stokes (RANS) equations do not
correctly account for variations in thermody-
namic/transport properties, such as density and
viscosity, which can cause substantial inaccuracies in
predicting important quantities of interest, for example,
heat transfer and drag. RANS equations with simple
extensions of eddy viscosity models (EVM) are cur-
rently used to predict turbulence in supercritical fluids.
For example, if the turbulent kinetic energy (TKE)
equation is derived on the basis of the compressible
Navier-Stokes equations, additional terms appear, i.e.
pressure -work and -dilatation, dilatational dissipation,
and additional terms related to fluctuations of density,
velocity, pressure, etc. The modification of the TKE
in flows with strong heat transfer has been attributed
to these terms and according models have been pro-
posed in the past [20, 21, 22]. A different approach
to sensitize turbulence models for compressible flows
with large density variations, was proposed by Catris
and Aupoix [23]. They used the formulation developed
by Huang et al. [24] for the closure coefficients, to
modify the diffusion term of the turbulent dissipation
transport equation. Additionally, they argued that the
diffusion of TKE acts upon the energy per unit volume
[(kg m2/s2)/m3] of turbulent fluctuations, which can
be expressed as ρk. The diffusion of TKE is therefore
based on ρk, while the diffusion coefficient is divided by
the density on the basis of dimensional consistency.

Based on the semi-locally scaled turbulent kinetic en-
ergy equation, introduced in [1], we analytically derive
a modification of the diffusion term of turbulent scalar
equations to improve the prediction of eddy viscosity
models for wall-bounded turbulent flows with strong gra-
dients in the thermo-physical properties. The modifica-
tions are based on the fact that the “leading-order ef-
fect” of variable properties on wall bounded turbulence
can be characterized by the semi-local Reynolds number
only [19]. For instance, the modified TKE equation reads
(averaging operators omitted),

∂ρk

∂t
+ ∂ρkuj

∂xj
=

Pk − ρε+ 1
√
ρ

∂

∂xj

[
1
√
ρ

(
µ+ µt

σk

)
∂ρk

∂xj

]
.

(5)

If compared to the conventional model for the TKE,
the newly derived equation shows only one major differ-
ence that lies in the diffusion term. The diffusion term
that emerges from the semi-local scaling methodology is
a function of ρk (instead of k), while the diffusion co-
efficient and the overall diffusion term are divided by
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√
ρ. This is similar to the density corrections proposed

by [23], except that in [23], only the diffusion coefficient
is divided by ρ.
The developed methodology is generic and applica-

ble to a wide range of eddy viscosity models. We
have applied the same methodology to several turbu-
lent scalars (ε, ω, among others) of common eddy
viscosity models: the eddy viscosity correlation of
Cess [25], the one-equation model of Spalart Allmaras
(SA) [26], the loe Reynolds number k − ε model of My-
ong and Kasagi (MK) [27], Menter’s shear stress trans-
port model (SST) [28], and the four-equations v2 − f
model (V2F) [29]. An additional modification we have
introduced is to replace y+ and Reτ , e.g. within the
eddy viscosity correlation of Cess and for the damping
function of the MK turbulence model, by their semi-local
counterparts, namely y? and Re?τ [1].
We have tested the EVM to available direct numeri-

cal simulations (DNS) of volumetrically heated fully de-
veloped turbulent channel flows with varying thermo-
physical properties which have been introduced earlier.
The density and the viscosity are a function of temper-
ature and different constitutive relations are used, that
resemble behaviours of liquids (LL), gases (GL), super-
sonic fluids (SS), and fluids close to the vapour-critical
point (CRe?τ ).
The results are reported in Figure (6) in terms of u?

(see equation (4)) and uvD, which is the van Driest ve-
locity transformation. The modifications clearly improve
the EVM for flows with strong variations on the thermo-
physical properties. A substantial improvement is seen in
Cess and the MK model; the damping function of these
modified models is able to correctly account for varia-
tions of transport properties. Interestingly, the original
SA model, originally developed for external flow, gives
the most reliable results, with respect to other conven-
tional EVM, for the cases studied. For the modified SST
model, the performance with respect to the universal law
of the wall is not satisfactory. The modified V2F formu-
lation improves the collapse with the DNS data if com-
pared to the conventional form for all the cases. For
the profile of u?, a good collapse is seen with the DNS
data for most of the modified EVM, outperforming the
original models.

5 Conclusion
Several conclusions can be drawn on the topics discussed
in this paper, which are separately discussed hereafter.
Boundary layer stability The compressibility ef-

fects close to the critical point strongly stabilise the
boundary layer. Using modal stability analysis we
showed that for conditions where the free-stream tem-
perature is below the pseudo-critical point, the maxi-
mum boundary layer stabilisation is achieved when the
temperature at the wall increase towards the Widom line.
Once the temperature at the wall crosses the Widom line,
due to an increase in Mach number, a novel instability
mode appears. The growth rate of this mode increases
much faster with Ec∞ and becomes much larger than
Mode I. This indicates that the flow in the transcriti-
cal regime is significantly destabilised by non-ideal gas
effects.
Fully developed turbulent flows We have recently

derived a simple scaling transformation of the Navier-
Stokes equations using semi-local quantities, which al-
lows to account for the “leading order effect” of variable
properties on turbulence. One outcome of this approach

is a velocity transformation that allows to collapse ve-
locity profiles for channel flows with arbitrary variations
in density and viscosity.
Turbulence modelling Based on the semi-local scal-

ing framework we have also derived a novel method-
ology to improve eddy viscosity models for predicting
wall-bounded turbulent flows with strong variations in
thermo-physical properties. The major difference of the
new methodology is the formulation of the diffusion term
in the turbulence scalar equations. The conclusion is that
the diffusion of turbulent kinetic energy acts upon the en-
ergy per unit volume and not per unit mass. In general,
the modified EVMs result in a much better agreement
with the DNS data in terms of velocity profiles and heat
transfer of fully developed turbulent channel flows with
variable property fluids. The next step in modelling tur-
bulence should focus on effects related to very large den-
sity fluctuations (larger than the ones considered herein)
and to turbulence deterioration emerging from flow ac-
celeration and buoyancy forces.
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Abstract

The present article reviews some recent contributions to
the study of dense gas effects in turbulent flows by us-
ing high-performance computing models, namely, direct
and large eddy simulations. Significant deviations from
perfect-gas compressible turbulence are observed, driven
by the large heat capacity and the peculiar behavior of
transport properties. The most striking differences are
encountered for gas flows characterized by values of the
fundamental derivative of gas dynamics close to zero, or
possibly negative, and/or for high Mach number flows.
The high-fidelity databases open the way to the devel-
opment of improved turbulence and transition models,
specific to complex non-ideal gases.

1 Introduction

The dynamics of dense gases, of importance for a num-
ber of engineering applications and more particularly for
energy-conversion devices, is still featuring a number of
ill or partially understood physical mechanisms. The
scarcity of comprehensive and reliable experimental data,
due to the difficulty of designing and building suitable
test benches, has led to an extensive use of theoretical
and numerical models for unraveling the flow physics
and for designing components in engineering applica-
tions. In the past, our group has made considerable re-
search efforts for developing appropriate numerical meth-
ods [1, 2], applying them to non classical flow phenomena
[1, 3, 4], developing suitable strategies for aerodynamic
design and optimization [5, 6, 7], quantifying the effect of
uncertainties in the input parameters and closure models
[8, 9, 10] and incorporating them in the design process
by means of robust optimization techniques [11, 12, 13].
The modeling tools have evolved during the years from
the inviscid flow simulations to high-resolution turbulent
flow computations requiring advanced high-performance
computing (HPC).

In recent years our group has investigated, for the
first time in the literature to the best of our knowl-
edge, the role of dense-gas effects in compressible tur-
bulent flows by means of direct numerical simulations
(DNS) or highly resolved large eddy simulations (LES)
[14, 15, 16, 17, 18, 19]. The physical understanding of
the turbulence dynamics of dense gas flows is relevant,
e.g., for high-Reynolds wind tunnels [20, 21], energy con-
version cycles [22] and refrigeration [23]. The study is
motivated by the well-known deficiencies of Reynolds-
Averaged Navier–Stokes (RANS) turbulence models, es-
pecially for turbomachinery flows, and by need of high-
fidelity data for their assessment and improvement. In
the following of this paper, we describe the main contri-
butions and findings and we provide some perspectives
for future research.

2 Governing equations and
numerical methods

We consider flows of gases governed by the compress-
ible Navier-Stokes equations for a single-phase Newto-
nian fluid. The second viscosity is set according to
Stokes’ hypothesis, assuming a zero bulk viscosity. This
approximation is well verified for a dense gas (see Ap-
pendix B of [15]). The heat flux is modeled by the clas-
sical Fourier law. The system is supplemented by suit-
able thermal and caloric equations of state (EoS) and
transport-property laws. Most of the results presented
in the following are obtained for PP11 (commercial name
of the perfluoro-perhydrophenanthrene), which was used
in our previous studies since it exhibits a relatively large
inversion zone, a thermodynamic region above the liq-
uid/vapor coexistence curve such that the fundamental
derivative of gas dynamics Γ [24] is negative. PP11 then
belongs to the family of Bethe–Zel’dovich–Thompson
(BZT) fluids, and it was chosen to emphasize the role
of dense gas effects. However, preliminary studies with
different working fluids and EoS indicate the most im-
portant trends are also observed in other dense gases.

For PP11, we use the thermal EoS of Martin and Hou
[25], often used for fluorocarbons [24, 26, 27]. For other
fluids, we use the reference EoS available through the
NIST REFPROP library [28]. For the fluid viscosity
and thermal conductivity we use the generalized laws
of Chung et al. [29], which account for the strong den-
sity dependence of the transport properties in the dense
gas region, or the transport property laws of REFPROP,
whose accuracy and complexity may vary greatly from
one fluid to another.

For DNS and well-resolved LES in simple geometries,
an in-house high-accurate finite-difference code is used
to solve the governing equations. The inviscid fluxes
are discretized by means of tenth-order standard cen-
tered differences or 11-point optimized finite differences.
The scheme is supplemented with a high-order selective
dissipation, along with a Jameson-type shock captur-
ing term. The viscous fluxes are discretized with stan-
dard fourth-order centered derivatives, and a low-storage
Runge–Kutta algorithm is used for time integration. For
more details, the reader is referred to [14, 15]. For LES
in more complex geometries we used our in-house finite-
volume solver DynHOLab and selected a central third-
order scheme with nonlinear artificial viscosity for the in-
viscid fluxes and a standard second-order approximation
for the viscous fluxes. The time stepping still relies on
Runge-Kutta schemes, supplemented with a high-order
implicit residual smoothing operator to enlarge the sta-
bility domain for high-Reynolds flows (see [30] for more
details).
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Figure 1: Time histories of the rms temperature (first
row), density (second row), and sound speed (third row),
for air (left) and PP11-IC1 (right) at various Mach num-
bers, Mt0

= 0.2 ( ), 0.5 ( ), 0.8 ( ), 1 (△)

3 HPC simulations of turbulent

dense gas flows

Turbulent dense gas flows have been simulated at various
fidelity degrees for a variety of configurations. These in-
clude classical building blocks of turbulent flow studies,
such as the freely decaying homogeneous isotropic turbu-
lence, compressible plane channel flows and high-speed
boundary layers. We also report recent LES results for a
simplified transonic turbine cascade, showing that natu-
ral transition is also deeply modified and that standard
turbulence models in use in industry fail to reproduce
the relevant mechanisms.

3.1 Freely decaying homogeneous and
isotropic turbulence

Dense gas effects were first investigated for compressible
homogeneous isotropic turbulence (CHIT), with focus on
the influence of the complex thermodynamic behavior
and transport properties on small scales structures, vis-
cous dissipation and enstrophy generation [14, 16]. Com-
pressible turbulence decay is governed by the initial tur-
bulent Mach number Mt0

= urms0
/c0 and the Reynolds

number Reλ0
= urms0

λ0ρ0/µ0, based on the initial root-
mean-square (rms) velocity urms0

, sound speed c0, and
Taylor microscale λ0, where the overlines denote volume
averages. We performed direct simulations of dense-
gas CHIT at various Mt0

= 0.2, 0.5, 0.8 and 1, and
at Reλ0

= 200. We considered two initial thermody-
namic states: IC1 lies immediately outside the inver-
sion zone (ρ0/ρc = 1.618, p0/pc = 1.02, T0/Tc = 1.01,
Γ0 = 0.1252); IC2 is located inside (ρ0/ρc = 1.618,
p0/pc = 0.98, T0/Tc = 1.001, Γ0 = −0.093), and may
lead to BZT effects.

Dense gas effects modify the time evolution of mean
turbulence properties, especially for initial turbulent

Figure 2: Strong expansions θ/θrmsM2
t0

= 3 for air (left)
and PP11-IC1 (right) at Mt0

= 1, colored with the local
type of structure. Blue: eddy; white: shear; red: con-
vergence. The reader is referred to [16] for more details

Mach numbers greater than 0.5, although most kine-
matic properties (velocity spectra, total kinetic energy
and total enstrophy) are weakly sensitive to the ther-
modynamic behavior of the gas. Figure (1) shows that,
for a given turbulent Mach number, the rms fluctuations
of temperature and pressure are much smaller than in
a light perfect gas like air. This effect is mostly driven
by the specific heat ratio γ of the gas, related in turn to
the gas molecular complexity. It has been shown that,
for a perfect gas, prms/p and Trms/T scale as γM2

t0
and

(γ − 1)M2
t0

, respectively. As a consequence, tempera-
ture fluctuations tend to vanish as γ → 1, while pressure
fluctuations are greatly reduced. Density fluctuations
are little sensitive to γ, since they simply scale as M2

t0
.

Additional differences with respect to standard air flows
are due to the non-ideal thermodynamics. For instance,
sound speed fluctuations scale as (γ − 1)/2M2

t0
for a per-

fect gas. However, in the dense gas region these fluc-
tuations are correlated with the density ones, and the
fluid compressibility is large. As a consequence, crms/c
is greatly enhanced, especially for high Mt0

values.
An analysis of the statistical properties of turbulent

structures in the plane of the second and third in-
variant of the deviatoric strain-rate tensor [16] shows
a weakening of compression regions and an enhance-
ment of expanding ones for dense gas turbulence. These
regions are classified according to the local level of
normalized velocity divergence θ/θrmsM2

t0
[14] and re-

gions with |θ/θrmsM2
t0

| > 2 are categorized as strong
expansions/compressions. Additionally, strong expan-
sion regions are mostly populated by non-focal conver-
gence structures typical of strong compression regions,
in contrast with the perfect gas that is dominated by
eddy-like structures. Figure (2) reports the iso-surface
θ/θrmsM2

t0
= 3, colored with the local type of structure.

The expanding structures contribute to the dilatational
dissipation in a similar way as compression ones. Inter-
estingly, these effects are observed for both IC1 and IC2,
although they are stronger in the BZT conditions.

3.2 Turbulent channel flows

In order to investigate dense gas effects in sheared, con-
fined turbulent flows, DNS of compressible turbulent
channel flows were carried out at three bulk Reynolds
numbers ReB = ρBũBh/µw (3000, 7000 and 12000) and
three bulk Mach numbers MB = ũB/cw (1.5, 2.25 and 3)
[15], where the subscripts (·)B and (·)w denote time and
space averaged values over the channel cross-section and
at the wall, respectively. Reynolds averaging is indicated

as (·), with (·)′ the Reynolds fluctuations; similarly, (̃·)
and (·)′′ denote Favre averages and fluctuations.
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Figure 3: Left to right: local friction Reynolds number (Re∗

τ ), average Prandtl number (P r), and average isobaric
specific heat normalized with the gas constant (cp/R) versus y∗ for channel flows of PP11 at various MB and ReB
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), and production-

to-dissipation ratio of turbulent kinetic energy (Pk/ǫk − 1) versus y∗ for channel flows of PP11 at various MB and
ReB. Lines as in Figure (3)

Figure 5: Isosurface of Q(h/uB)2 = 1 coloured with
streamwise velocity (MB=3, ReB=7000)

For PP11, due to the large specific heat of the fluid, the
average temperature is almost constant across the chan-
nel for any choice of the Mach and Reynolds numbers,
variations being less than 1%. Decoupling of dynamic
and thermal effects in the dense gas also leads to smaller
mean density variations across the channel than for an
air flow: the wall density is up to 60% higher than the
centerline one for air at MB = 3, whereas variations
below 20% are observed for PP11. The viscosity, which
follows the temperature variation for air, varies instead
like the density for PP11 and tends to decrease toward
the channel center. As a consequence the local friction
Reynolds number Re∗

τ = Reτ

√
ρ(y)/ρw(µw/µ(y)) (with

Reτ = ρwuτ h/µw) increases toward the channel center-
line in PP11. Specifically, near the wall Re∗

τ is lower
than in air at the same conditions, whereas it is much
higher at the centerline, where the values are closer to
incompressible channel flow at the same ReB. The av-
erage Prandtl number P r, of approximately 2 near the
centerline, increases up to about 5 at the wall at high
Mach numbers, following specific heat variations across
the channel. As a consequence, the thermal bound-
ary layer is about twice thinner than the dynamic one.
Figure (3) displays the profiles of the above-mentioned
quantities as a function of the semi-local wall coordinate,
y∗ = ρ(y)u∗

τ y/µ(y), with u∗

τ =
√

τw/ρ(y) the semi-local
friction velocity. Despite the liquid-like viscosity behav-
ior, compressibility effects are present, and the turbulent
Mach number is comparable (slightly higher) to air flows.
In all cases, the maximum turbulent Mach number is
well below the limit where strong compressibility effects,
like eddy shocklets, are visible. Figure (4) displays se-
lected profiles of the second-order statistics, namely, the
rms of the density fluctuations, the semi-locally scaled

Reynolds shear stress ρu′′v′′
+

= τ−1
w ρu′′v′′, and the ra-

tio of the turbulent kinetic energy production to dissipa-
tion. The relative density (and pressure) fluctuations are
of the same order of those observed for air flows, whereas
temperature fluctuations (not reported) are nearly two
orders of magnitude lower. Remarkably, ρ′

rms decreases
monotonically from wall to centerline, contrary to light
gases. This effect is a consequence of the thermodynamic
behavior of PP11 at the considered conditions, as dis-
cussed in [15]. In all cases, density fluctuations remain
small compared to the mean value, and Morkovin’s hy-
pothesis is satisfied even at the highest Mach number.
Despite the striking differences in the thermodynamic
behavior, Reynolds stress profiles are similar to those
observed for low-Mach channel flows with temperature-
dependent transport properties. The liquid-like behav-
ior of viscosity leads to an increase of the spanwise,
wall-normal and Reynolds shear stresses with respect to
the corresponding incompressible evolution, whereas the
streamwise one decreases. Finally, energy budgets match
well the typical distribution for incompressible flow us-
ing semi-local scaling. The production peak is located
at y∗ ≈ 12 as usual. For the higher Reynolds number, a
second peak is observed in the outer region, like in high-
Re incompressible flow, due to the reduced dissipation
close to centerline. A visualization of flow structures for
MB = 3, ReB = 12000 is provided in Figure (5).

The DNS data for turbulent channel flows were used to
conduct a priori analyses of the validity of some common
modeling assumptions for the eddy viscosity and turbu-
lent Prandtl number. They showed that, for a dense gas,
turbulence models for eddy viscosity follow the trend of
the DNS reference more closely than in perfect gas (at
the present high Mach numbers), due to the higher local
Reynolds number, but eddy viscosity is overestimated.
Recalibration of the model constants from DNS data
could improve model accuracy and will be investigated
in the future. A peculiar behavior was observed for the
turbulent Prandtl number close to the wall, which peaks
more or less abruptly in the viscous sublayer, instead
of tending to a constant value of approximately 1. The
reader is referred to [31] for more details.
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3.3 High-speed boundary layers

The dynamics of transitional and turbulent high-speed
boundary layers of dense gases has been investigated by
means of the linear stability theory (LST) and quasi-DNS
(qDNS) over an extended computational domain encom-
passing the laminar, transitional and turbulent regimes.
Both the LST and qDNS calculations make use of the
similarity solution for a zero-pressure-gradient laminar
boundary layer (Blasius solution), extended to fluids
governed by arbitrary equations of state and transport-
property models. This is used as the base flow for LST,
and as an initial/inlet condition for qDNS.

Similarly to the preceding cases, the high heat capac-
ity of the dense gas leads to weaker variations of wall
thermodynamic quantities (e.g., wall temperature is only
2.5% higher than the freestream one at M∞=6 for the
dense gas, whereas a factor greater than 7 is obtained for
the perfect gas) and of the fluid viscosity. As a results,
the laminar velocity profiles are almost indistinguishable
from the incompressible counterpart. Additionally, the
dense-gas viscosity, closely correlated with the density,
exhibits an opposite evolution compared to the perfect
one, and decreases when approaching the wall.

The linear stability theory (LST) for parallel flows,
extended to gases with arbitrary equations of state
and transport model has been used to investigate how
dense-gas boundary layers react to modal excitations
and to select an unstable mode susceptible to trig-
ger transition to turbulence [18]. For PP11, bound-
ary layer stability is first investigated at thermodynamic
conditions corresponding to a point inside the inver-
sion zone and free-stream Mach numbers in the range
[0.5, 6]. The results depend on a local Reynolds num-
ber Re = (ρ∗

∞
u∗

∞
L∗)/µ∗

∞
based on the freestream veloc-

ity u∗

∞
and the Blasius length L∗ = (µ∗

∞
x∗/ρ∗

∞
u∗

∞
)1/2,

with x∗ the dimensional wall coordinate, and on the non-
dimensional perturbation frequency ω = (2πf∗L∗)/u∗

∞

(or F = (2πf∗µ∗

∞
)/(ρ∗

∞
u∗

∞

2)), with f∗ the dimensional
frequency. For low Mach numbers, a single unstable 2D
viscous mode is found in a low-frequency band (next to
ω ≈ 0.03), which corresponds to the Tollmien-Schlichting
(TS) mode in the incompressible regime. As the Mach
number becomes supersonic, the most unstable wave is
oblique and its growth rate is rapidly reduced by com-
pressibility. For a light perfect gas like air, the stabilizing
effect is progressively counterbalanced, at Mach numbers
of 3 or higher, by the appearance of a generalized inflec-
tion point, so that the nature of the mode becomes more
and more inviscid. For a dense gas, the generalized in-
flection point is either not present or located very close
to the wall. The inviscid mechanisms do not take over
at high Mach numbers (between 2 and 3), and the TS
mode is continuously damped. For PP11, this mode is
stable in 2D at M∞ = 2.25, and even oblique waves are
stable at M∞ = 3. At higher speeds (M∞ > 4), the so-
called second mode or Mack mode (sometimes qualified
as an "acoustic" mode, due to the presence of acoustic
waves trapped between the wall and the relative sonic
line) becomes dominant in air. For dense gases, the
acoustic mode is characterized by a much higher fre-
quency (ω ≈ 0.5) due to the large heat capacity that
inhibits boundary layer thickening, and it is called a su-
personic mode, since its phase speed reaches supersonic
values. The isocontours of the growth rate αi (made non-
dimensional with L∗) in the F -Re map, at M∞=4.5, are
reported in Figure (6)a for PP11. Results for air at the
same Mach number are also reported for reference. The
figure gives an overview of the differences in frequency
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Figure 6: Maps of 2D amplification rate αi at M∞=4.5 in
the F -Re plane (a): the black line indicates the neutral
curve for dense gas; thin red lines are the neutral curves
of the first and second mode for air. Colorscale for αi

between -0.015 and 0. Influence of the fluid on the growth
rate of the supersonic mode at M∞=4.5 and Re=2000
(b): PP11; R134a; R245fa; MDM;

D6 (v∞/vc=1.8, T∞/Tc=0.995)

and amplitude of the unstable modes. Figure (6)b dis-
plays the growth rate of perturbations as a function of
ω for various dense gases, namely, PP11, the refrigerants
R134a and R245fa and the siloxanes MDM and D6. The
results were obtained for Mach 4.5 and Re = 2000. All
the considered dense gases exhibit the supersonic mode
within a similar frequency range.

Due to the absence of the Tollmien-Schlichting mode
and to the high-frequency of the supersonic mode, trig-
gering transition in dense gases through modal excitation
is more difficult than in air flows at similar conditions.
LES and qDNS at M∞ =2.25 and 6 [19] show the appear-
ance of very persistent streaks, which eventually break
down into turbulence. Additionally, in the simulated air
flow cases transition is due to oblique breakdown occur-
ring approximately at the same streamwise location over
the whole span, causing an overshoot in the skin friction
coefficient (Figure (7)). Transition in dense gas bound-
ary layers is characterized by streak breakdown leading
to an irregular turbulent front, and no overshoot is ob-
served. A detailed study of the transitional region ex-
tracted from our DNS simulations is underway and will
make the object of a forthcoming paper. The simula-
tions were used to investigate dense gas effects in the
fully-developed turbulent portion of the boundary layer.
As expected, the high heat capacity leads to nearly neg-
ligible temperature variations across the boundary layer
even at hypersonic conditions, and the thickening rate of
the boundary layer in the dense gas is close to that of
an incompressible flow. Wall-normal profiles of mean
thermodynamic and transport properties change with
the Mach number, but their variations across the bound-
ary layer are much smaller than in air flow. Accordingly,
variations of the fluid viscosity across the boundary layer
are greatly reduced, and they follow an opposite trend
than in a perfect gas, as in the laminar case. The above-
mentioned effects lead to higher local Reynolds numbers,
and to the appearance of an outer peak in the velocity
spectra, similar to high-Reynolds incompressible bound-
ary layers. The velocity profiles and turbulent intensities
are almost insensitive to the Mach number (Figure (8)).
The most significant deviations from standard behavior
are observed for the density (and viscosity) fluctuations,
which reach a maximum near the wall in DG instead
of vanishing as in PG. Such behavior, already observed
for turbulent channel flows, is shown in Figure (8) for
density.

The reduced thickening of DG boundary layer leads to
a more extended supersonic region than in perfect gases
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and to higher turbulent and fluctuating Mach numbers.
As previously observed for homogeneous isotropic tur-
bulence, expansion and compression events are rather
balanced. Snapshots of numerical Schlieren contours for
PP11 and air are reported in Figure (9). Density varia-
tions are considerably attenuated in the outer region of
the DG boundary layer, while a strong dilatational ac-
tivity is located in the near-wall region. In the future,
the present high-fidelity databases may be used for in-
vestigating transition and turbulence models specifically
tuned for dense gas flows.

3.4 Transonic flow through a turbine sta-
tor cascade

In an attempt to make progress toward high-fidelity
simulations of more realistic flow configurations, wall-
resolved LES were carried out for PP11 flow through a
transonic turbine nozzle vane, for two inlet thermody-
namic conditions, corresponding to subcritical and su-
percritical pressure, and two pressure ratios [17]. The
geometry corresponds to the VKI LS-89 configuration,

Figure 10: PP11 flow through the VKI LS-89 cascade at
supercritical inlet conditions: instantaneous iso-surface
of the Q-criterion (Q = 1000), and snapshot of the rela-
tive density gradient in the background

widely investigated in the literature for air flows. The
subcritical conditions lead to mild non-ideal gas dynamic
effects in the flow field. On the contrary, dramatic devia-
tions from the ideal-gas behavior are observed for the su-
percritical operating conditions, including non-classical
expansion and compression waves interacting with the
surrounding boundary layers and wakes. The LES al-
lows to capture boundary layer transition, which plays a
crucial role on flow performance, at least at the moderate
Reynolds number investigated up to now. For some oper-
ating conditions, transition may lead to abrupt changes
in boundary layer thickness resulting in the formation
of additional shock waves. Such waves cannot be cap-
tured neither by inviscid flow simulations, nor by RANS
simulations, for which the boundary layers are fully tur-
bulent. Contrary to theoretical predictions based on in-
viscid flow, the supercritical inlet operating conditions
(characterized by significant BZT effects) do not lead
to an improvement of cascade losses. A possible expla-
nation lies in the different state of the boundary layer,
characterized by a more extended turbulent portion, and
hence by higher viscous losses. In the next future we plan
to investigate higher Reynolds number flows, closer to
conditions met in practical ORC applications, and other
working fluids, with specific focus on the role of laminar-
turbulent transition.

4 Conclusions

The recent use of massive numerical simulations of tur-
bulent flows has contributed to shedding light onto the
role of dense gas thermodynamic effects and thermo-
physical properties on compressible turbulence. The sim-
ulations provide useful databases for the assessment and
improvement of turbulence models (an essential ingredi-
ent for flow design). Additionally, they open the way to
the study of laminar-to-turbulent transition and its im-
pact on component performance, totally missed in the
Reynolds-Averaged simulations currently employed for
the design of engineering systems using dense gases as
working fluids. Further research effort is required to
extend the use of high-fidelity simulations to turbulent
dense gas flows of engineering interest, to better under-
stand the role of dense gas effects in flow transition and
to develop suitable turbulence and transition models.
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Abstract
This study extends a previous analysis conducted at
Mc = 1.1 [1] to higher compressible regime at Mc = 2.2.
Direct numerical simulations of a compressible temporal
shear layer are performed with a BZT dense gas (FC-
70) described using the Martin-Hou Equation of State
(EoS) and air described using the Perfect Gas EoS as
point of comparison. The initial thermodynamic oper-
ating point is chosen for the dense gas inside the in-
version region where the fundamental derivative of gas
dynamics Γ is negative. After having carefully defined
the self-similar period, results averaged over this pe-
riod are compared between dense and perfect gas. The
well-known compressibility-related reduction of the shear
layer growth rate seems to be influenced by dense gas ef-
fects at Mc = 2.2 unlike previous analysis at Mc = 1.1
[1]. A detailed comparison of the turbulent kinetic en-
ergy equation contributing terms is provided for both
dense and perfect gases.

1 Introduction
Dense gases (DG) are single-phase vapours characterized
by long chains of carbon atoms and by medium to large
molecular weights. Over the past forty years, they have
known a growing interest particularly in Organic Rank-
ine Cycles (ORCs) industry. Their large heat capac-
ity and their low boiling point temperature make them
suitable working fluids for low-temperature heat sources
(waste heat recovery, solar thermal power, geothermal
plants,...). Coupling with a turbine enables power gen-
eration and the reduction of losses in such ORC turbines
is naturally desirable. Shocks created in the transonic
and supersonic regimes are major loss sources. However,
in dense gas flows, entropy jumps through shocks are
significantly reduced in specific thermodynamic regions
near the critical point, where the sound speed drops sig-
nificantly leading to strong compressibility effects even
in flows at moderate velocity. This feature is yet diffi-
cult to exploit because of the lack of knowledge in these
particular thermodynamic zones.

Up to now, although dense gases display non-classical
phenomena, Reynolds-Averaged Navier Stokes (RANS)
and Large Eddy Simulation (LES) closure models devel-
oped in the context of Perfect Gas (PG) flows have been
assumed relevant for DG flows and applied to the simula-
tion of such turbulent DG flows [2, 3]. This assumption is
actually debatable and its confirmation or disproof con-
stitutes an active research field. Direct Numerical Simu-
lation (DNS) is the favoured tool in this study to better
understand the development of turbulence in DG flows
and provides both guidelines and validation databases for
the aforementioned closure models development. DNS of
dense gases has been used in few previous works for vari-
ous flow configurations such as freely decaying and forced
homogeneous isotropic turbulence [4, 5, 6] and turbulent
channel flow [7, 8]. In the present study, the compressible

shear layer, which is representative of the blade wake re-
gion in ORC turbines, is investigated. This configuration
has been largely used to develop and validate compress-
ibility corrections for turbulence models [9, 10, 11]. Since
DG flows influence compressibility effects, the choice to
study the compressible shear layer is relevant to assess
the validity of PG turbulence closure models. The tem-
poral mixing layer is chosen instead of the spatial mixing
layer because it makes DNS less computationally expen-
sive. The recently performed DNS of a DG temporal
compressible shear layer [1] reveals a much faster growth
for the DG flow w.r.t. the PG flow during the initial
unstable growth phase but only slight differences during
the self-similar period, where turbulence is in statisti-
cally stable state and which is the regime of interest when
studying shear layers. The convective Mach number Mc

characterizing the shear layer is defined as:

Mc = U1 − U2

c1 + c2
= ∆u
c1 + c2

(1)

where Ui and ci denote respectively the flow speed and
the sound speed of stream i (upper or lower) of the
shear layer (see Figure (1)). Results obtained in [1] with
Mc = 1.1 show that the turbulent Mach number (defined
asMt =

√
u

′
iu

′
i/c, where u

′

i represents the fluctuating ve-
locity in direction i) was actually in the low-limit to yield
shocklets. These observations call therefore for an exten-
sion of the study to larger convective Mach numbers in
order to reach a highly compressible regime allowing in
particular to observe a more significant effect of shock-
lets. The present work extends the previous analysis of
a DG compressible shear layer to Mc = 2.2.

Section 2 describes the flow configuration and reviews
key physical and numerical parameters. In section 3,
simulations results are validated and the self-similar pe-
riod is carefully selected. Finally, both DG and PG shear
layers are compared in section 4 so as to highlight and
explain observed differences between DG and PG turbu-
lent flows.

2 Problem Formulation
2.1 Thermodynamic modelling and ini-

tialisation
The DNS of a 3D shear layer at a convective Mach num-
ber Mc = 2.2 is performed for air modelled as a perfect
gas and for the perfluorotripentylamine (FC-70) dense
gas. FC-70 belongs to the Bethe-Zel’dovich-Thompson
(BZT) sub-family of dense gas. The fundamental deriva-
tive of gas dynamics being defined as:

Γ = v3

2c2
∂2p

∂v2

∣∣∣∣∣
s

= c4

2v3
∂2v

∂p2

∣∣∣∣∣
s

= 1 + ρ

c

∂c

∂ρ

∣∣∣∣∣
s

(2)

with v the specific volume, ρ the density, c =√
∂p/∂ρ|s the speed of sound, p the pressure and s the
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Figure 1: Temporal shear layer configuration

Figure 2: The initial thermodynamic state and its sta-
tistical distribution at τ = 4000 are represented in the
non-dimensional p−v diagram for the FC-70 BZT dense
gas. The DG zone (Γ < 1) and the inversion zone (Γ < 0)
are plotted for the Martin-Hou equation of state

entropy, BZT dense gases do not only display a Γ < 1
region as other dense gases but have the particularity to
yield Γ < 0 in a so-called inversion zone located in the
vicinity of the critical point (as illustrated in Figure (2)).
Physical parameters associated to FC-70 and used in the
Martin-Hou EoS accurately describing the DG thermo-
dynamic behaviour are given in Table (1).

Table 1: Physical parameters of FC-70 [12]. The crit-
ical pressure pc, the critical temperature Tc, the boil-
ing temperature Tb and the compressibility factor Zc =
pcvc/(RTc) are the input data for the Martin-Hou equa-
tion. The critical specific volume vc is deduced from the
aforementioned parameters. The acentric factor n and
the m = cv∞(Tc)/R ratio are used to compute the heat
capacity cv(T ) (R = R/M being the specific gas constant
computed from the universal gas constant R andM , the
gas molar mass). pc is given in atm and temperatures
Tc, Tb in K

Tc pc Zc Tb m n
FC-70 608.2 10.2 0.270 488.2 118.7 0.493

The initial thermodynamic state is chosen inside the
inversion region in order to maximise compressibility ef-
fects and to favour expansion shocklets, which are phys-
ically allowed in BZT dense gas. Figure (1) shows the
initial state in the p − v diagram for DG flow and its
statistical distribution at reduced time τ = 4000, which
corresponds to the beginning of the self-similar regime.
The initial value of the fundamental derivative for FC-70

is Γinitial = −0.28. For air, the same values of reduced
specific volume and reduced pressure are selected to de-
fine the initial thermodynamic state.

Key non-dimensional parameters for the shear layer
flow under study are the convective Mach number de-
fined by Eq. (1) and the Reynolds number based on the
initial momentum thickness δθ,0:

Reδθ,0 = ∆uδθ,0/ν (3)
where ν denotes the initial kinematic viscosity. For the
Reynolds numbers computed from δθ(t) and the centre-
line value of λx in Table (3), the kinematic viscosity
is chosen equal to respectively the mean value over the
whole domain and the mean value over the centreplane.
The momentum thickness at time t is defined as:

δθ(t) = 1
ρ0∆u2

∫ +∞

−∞
ρ

(
∆u2

4 − ũ2
x

)
dy (4)

with ρ0 = (ρ1 + ρ2)/2 the averaged density and ũx the
Favre-averaged streamwise velocity (defined for a flow
variable φ as φ̃ = ρφ/ρ, with · the Reynolds-average op-
erator). The initial momentum thickness Reynolds num-
ber is set equal to 160 for PG and DG flows.
Table (2) summarizes the computational parameters re-
tained in the simulations performed for both PG and DG
gases (domain size, number of grid elements, differential
speed and initial momentum thickness). Note the do-
main size is twice larger in the y-direction for PG w.r.t.
DG because of the longer time required for the PG shear
layer to achieve self-similarity as illustrated in Figure (3).
Enlarging the computational domain ensures the devel-
oping shear layer does not interfere with the lower and
upper boundaries.
Table 2: Simulation parameters. Lx, Ly and Lz denote
computational domain lengths measured in terms of ini-
tial momentum thickness. Nx, Ny and Nz denote the
number of grid points. All grids are uniform. ∆u and
δθ,0 are respectively given in m.s−1 and nm

Lx:Ly:Lz Nx:Ny:Nz ∆u δθ,0
Air 688:688:172 1024:1024:256 753.0 6.153
FC-70 688:344:172 1024:512:256 125.1 93.77

The temporal shear layer comprises two streams flow-
ing in opposite directions. Velocity is initially equal to
−∆u/2 and ∆u/2 respectively in the upper and lower
stream (see also Figure (1)). In addition, periodic bound-
ary conditions are imposed in the x and z directions and
non-reflective conditions are set in the y direction. The
NSCBC model proposed by Poinsot & Lele (1992) [13]
is used. The streamwise velocity field is initialised using
an hyperbolic tangent profile:

ūx(y) = ∆u
2 tanh

(
− y

2δθ,0

)
(5)

The mean initial velocity field is set equal to zero in
the y and z directions. A Passot-Pouquet spectrum is
used to compute the initial velocity fluctuations:

E(k) = (k/k0)4exp(−2(k/k0)2) (6)
where k denotes the wavenumber. The peak wavenumber
k0 controls the size of the initial turbulent structures.
For both PG and DG shear layers, k0 is set equal to
2π/(Lx/8). The velocity field is then spatially filtered
to initialize turbulence only inside the initial momentum
thickness. Initial structures are larger compared to the
previous analysis for Mc = 1.1 [1]. It has been indeed
noticed that larger initial turbulent structures accelerate
the transition to self-similarity.
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2.2 Governing equations

In order to describe the temporally evolving shear layer,
the unsteady, three-dimensional, compressible Navier-
Stokes equations are solved (see details in in Vadrot et
al., 2020[1]). Transport coefficients are modelled using
respectively the Chung et al. model [14] for DG flows and
the Sutherland’s law completed with a constant Prandtl
number equal to 0.71 for PG flows.
In this study, comparison between PG and DG shear

layers is mainly conducted through the analysis of the
turbulent kinetic energy (TKE) equation, which high-
lights terms at stake in the development of turbulence in
shear layers. Density, pressure and velocity are decom-
posed into mean and fluctuating components as follows:

 ρ = ρ̄+ ρ
′

p = p̄+ p
′

ui = ũi + u
′′

i

(7)

where φ̄ denotes the Reynolds average for a flow vari-
able φ and φ̃ the Favre average. Reynolds averaging is
equivalent here to plane averaging along x and z direc-
tions because of the periodic boundary conditions. With
Reynolds and Favre fluctuations respectively noted φ′

and φ′′, the specific turbulent kinetic energy is defined
as k̃ = 1

2 ũ
′′
i u

′′
i . The TKE equation describing the evo-

lution of k is obtained from an averaging process of the
Navier-Stokes equation and reads:

∂ρ̄k̃

∂t
+ ∂ρ̄k̃ũj

∂xj
=−ρu′′

i u
′′
j

∂ũi
∂xj︸ ︷︷ ︸

Production

−τ ′
ij

∂u
′′
i

∂xj︸ ︷︷ ︸
Dissipation

−1
2
∂ρu

′′
i u

′′
i u

′′
j

∂xj︸ ︷︷ ︸
Turbulent transport

−∂p
′u

′′
i

∂xi︸ ︷︷ ︸
Pressure
transport

+
∂u

′′
i τ

′
ij

∂xj︸ ︷︷ ︸
Viscous
transport

+p′ ∂u
′′
i

∂xi︸ ︷︷ ︸
Pressure dilatation

−u′′
i

(
∂p̄

∂xi
− ∂τ̄ij
∂xj

)
︸ ︷︷ ︸

Mass-flux term
(8)

where τij = µ( ∂ui∂xj
+ ∂uj

∂xi
− 2

3
∂uk
∂xk

δij) denotes the viscous
stress tensor (with µ the dynamic viscosity).
The main terms in Eq. (8) are production, dissipation
and transport terms. Pressure dilatation and mass-flux
term are equal to zero in the incompressible case.
In addition to compressible Navier-Stokes equations,
thermal and calorific PG Equation of State (EoS) are
used to describe the air flow:


p = ρRT

e = eref +
∫ T

Tref

cv(T ′)dT ′
(9)

where R is the specific gas constant, cv the specific heat
capacity, T the temperature.
The Martin-Hou EoS is retained to model FC-70 since

it has been previously established [15] that it provides an
accurate representation of the dense gas thermodynamic

behaviour:

p = RT

v − b
+

5∑
i=2

Ai +BiT + Cie
−kT/Tc

(v − b)i

e = eref +
∫ T

Tref

cv(T ′)dT ′

+
5∑
i=2

Ai + Ci(1 + kT/Tc)e−kT/Tc
(i− 1)(v − b)i−1

(10)

where (.)ref denotes a reference state, b = vc(1 −
(−31, 883Zc+20.533)/15), k = 5.475 and the coefficients
Ai, Bi and Ci are numerical constants determined in [16].

2.3 Numerical Setup
The present DNS are performed using the explicit un-
structured numerical solver AVBP. AVBP is designed
for massively parallel computation and is used to per-
form LES as well as DNS simulations (Refs. [17], [18]).
The 3D unsteady compressible Navier-Stokes equations
coupled with the perfect gas EoS (Eq. (9)) for Air and
the MH EoS for FC-70 (Eq. (10)) are solved using a two-
step time-explicit Taylor Galerkin scheme (TTGC) for
the hyperbolic terms based on a cell vertex formulation
[19]. The scheme provides high spectral resolution and
low numerical dissipation, ensuring a third-order accu-
racy in space and time. The scheme is completed with
a shock capturing method. In regions where strong gra-
dients exist, an additional dissipation term is added fol-
lowing the approach of Cook and Cabot [20].

3 Verification & Validation of the
shear layer DNS

Shear layers development can be decomposed into three
main stages. The first stage is a kind of delay, where
turbulent production evolves very slowly and which is
likely to be a transition of modes. In the next stage,
some unstable modes are amplified leading to an unsta-
ble growth phase, where the production term increases
abruptly, reaching a peak. Finally, turbulent production
relaxes until it reaches a plateau, the so-called self-similar
period. During this regime, turbulence is in a statisti-
cally stationary state: momentum thickness evolves lin-
early with time and mean velocity and Reynolds stress
profiles collapse into a single curve.
Since production, dissipation and transport terms con-

Figure 3: Temporal evolution of the non-dimensional
streamwise turbulent production term integrated over
the whole domain P ∗int = (1/(ρ0∆u3))

∫
Ly
ρ̄Pxxdy (with

ρ̄Pxx(y) = −ρu′′
xu

′′
y
∂ũx
∂y ) at Mc = 2.2. Comparison is

made between air and FC-70

tribution to the TKE equation is studied over the self-
similar stage, this stage must be rigorously identified.
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The following relationship between shear layer growth
rate and production power (ρ̄Pxx = −ρu′′

xu
′′
y
∂ũx
∂y ) has

been established by Vreman et al. [21]:

δ
′

θ = dδθ
dt

= 2
ρ0∆u2

∫
ρ̄Pxxdy (11)

One can deduce from Eq. (11) that a constant integrated
production term leads to a linear evolution of the mo-
mentum thickness. Figure (3) displays the temporal evo-
lution of the non-dimensional streamwise production in-
tegrated over the whole domain. The above-mentioned
successive stages of shear layer development can be iden-
tified and the self-similar period properly selected. Note
that the same process was used in [1] for the Mc = 1.1
shear layer.

One can note that a much longer time (about two
times longer) is required to achieve a plateau for PG
when compared to DG. Selected self-similar periods are
indicated in Figure (3): τ = t∆u/δθ,0 ∈ [4000; 6000] and
τ ∈ [11500; 14100] respectively for DG and PG shear
layers. One can also note that levels of production for
the DG flow during the self-similar period is about two
times larger than the one for the PG flow. This ratio is
also found in Figure (6), providing momentum thickness
growth rates for both types of flow, which is found con-
sistent with Eq. (11).

Table 3: Non-dimensional parameters computed at the
beginning (τi) and at the end (τf ) of the self-similar
period for Mc = 2.2 simulations. Reλx denotes the
Reynolds number based on the longitudinal Taylor mi-

croscale λx =
√

2u′ 2
x/(∂u

′
x/∂x)2) computed at the cen-

treline. Lη denotes the Kolmogorov length scale com-
puted at the centreline

Reδθ Reλx Lη/∆x lx/Lx lz/Lz
Air (τi) 3487 146 1.44 0.12 0.07
Air (τf ) 3700 191 1.64 0.11 0.10
FC-70 (τi) 4663 263 0.52 0.10 0.06
FC-70 (τf ) 6259 390 0.57 0.16 0.05

Table (3) provides computed values of key physical
parameters which allow to confirm the validation of the
present DNS. The integral lengths lx and lz are defined
using the streamwise velocity field:

lx = 1
2u2

x

∫ Lx/2

−Lx/2
ux(x)ux(x + rex)dr (12)

lz = 1
2u2

x

∫ Lz/2

−Lz/2
ux(x)ux(x + rez)dr (13)

The computed integral length scales show that the do-
main size is sufficiently large to ensure the size of the
largest turbulent structures are not constrained by the
streamwise and spanwise domain lengths. The highest
value (lx/Lx = 0.16) is obtained for DG flow in the
streamwise direction at the end of the self-similar pe-
riod. As a comparison, the reference PG DNS of Pan-
tano & Sarkar [22] displays normalized integral length
scale reaching 0.18 for a Mc = 0.7 shear layer in air and
other computed values remain close to the ones obtained
in this study. The ratio Lη/∆x characterizes the reso-
lution of the simulations, with a larger ratio indicating
a better resolution. The minimum value Lη/∆x = 0.52
is obtained for DG flow. For PG flow, the ratio is three
times larger because of low-dissipation in high compress-
ible regimes. As a comparison, Pantano & Sarkar’s ratio

is about 0.38 for their most resolved (PG) simulation [22].
One can consider that turbulent scales are adequately re-
solved since the turbulent kinetic energy is very low close
to the Kolmogorov scale [23].

Additional simulations have nonetheless been per-

Figure 4: Temporal evolution of the shear layer momen-
tum thickness for DG shear layer simulations which fea-
tures are given in Table (4).

formed for DG shear layer in order to confirm proper
resolution and domain size. Table (4) reviews these sim-
ulations (all performed at Mc = 2.2 and Reδθ,0 = 160)
with their corresponding computational parameters.

Table 4: Simulation parameters for DG shear layer. Lx,
Ly, Lz: computational domain lengths normalized by
δθ,0. Nx, Ny, Nz: number of grid points per direction.
L0: initial turbulent structures size normalized by δθ,0

Lx:Ly:Lz Nx:Ny:Nz L0
DG1 344:172:86 1024:512:256 Lx/48
DG2 344:344:86 1024:1024:256 Lx/4 = 86
DG3 648:344:172 1024:512:256 Lx/8 = 86

Figure (4) displays the temporal evolution of the mo-
mentum thickness for the simulations listed in Table (4).
DG1 is performed with the same domain lengths and
size of initial turbulent structures (relatively to the ini-
tial momentum thickness) as in the previous study at
Mc = 1.1 [1]. At τ = 4000, self-similarity is not yet
achieved but flow field inspection indicates the y bound-
aries of the domain have been reached. DG2 is thus
conducted with a double size domain in the y direction
and smaller initial turbulent structures corresponding to
Lx/4 = 86δθ,0, in order to accelerate transition to tur-
bulence. Simulations show that the size change for the
initial structures only impacts the time required to reach
the unstable growth phase but not the growth rate itself.

However, one can notice next for DG2 a significant
drop in the growth rate at around τ = 4000, which pre-
vents from reaching self-similarity. Figure (5) reports in-
tegral length scales in the z direction for DG2 and DG3
simulations. At around τ = 4000, the integral length
scales lz/Lz suddenly decreases for DG2 after having
reached a value of 0.2: the DG2 domain is thus not
large enough to account for spanwise turbulent struc-
tures. The domain is therefore doubled in size in the
x and z directions, which corresponds to DG3 simula-
tion, used to compare results between DG and PG flows.
Even though the grid refinement in the y direction is
divided by a factor 2 when moving from DG2 to DG3,
the resolution remains large enough for DG3 to capture
shear layer growth. The momentum thickness evolution
reaches a perfectly linear stage for DG3 (see Figure (4))
with achievement of self-similarity as confirmed by Fig-
ure (3).
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Figure 5: Temporal evolution of the normalized integral
length scale lz/Lz for DG shear layer simulations given
in Table (4)

4 Comparison between DG and
PG shear layer flows

Figure 6: Temporal evolution of the shear layer momen-
tum thickness for DG and PG flows
Figure (6) displays the evolution of the momentum

thickness normalized by its initial value with the
non-dimensional time τ = t∆u/δθ,0. The three main
phases discussed in section 3 can be clearly identified.
Interestingly, PG and DG shear layers evolve very
differently for this highly compressible Mc = 2.2 regime,
in contrast with the previous analysis at Mc = 1.1
reported in [1]. The initial delay corresponding to
a transition of modes is found much smaller for the
DG flow; similarly, the unstable growth is also shorter
for DG when compared to PG. The most noticeable
difference is the growth rate value computed during the
self-similar period: as reported in Figure (6) the DG
growth rate is about twice the PG one, consistently with
the levels of integrated turbulent production displayed
in Figure (3) and previously discussed in section 3.
The DG shear layer develops two times faster when
compared to a classical PG shear layer in the high
compressible regime (Mc = 2.2).

Following the methodology used in [22] to study the
impact of Mc on the shear layer growth rate, TKE equa-
tion terms are investigated. Once selected a relevant
self-similar time period, flow solutions are averaged over
this period and over the two periodic directions (x and
z). Figure (7) displays these quantities drawn versus the
non-dimensional cross-stream direction y/δθ(t). Consis-
tently with momentum thickness growth (Figure (6))
and integrated turbulent production (Figure (3)), much
larger production, dissipation and transport terms are
observed for DG flows. A feature previously observed
for Mc = 1.1 [1] is found amplified for Mc = 2.2: the
propagation of the TKE terms at the boundaries of the
mixing layer is slower for dense gas flows; curves are in-

Figure 7: Distribution of the volumetric normalized
powers over the non-dimensional cross-stream direction
y/δθ(t). P: Production, D: Dissipation and T: Trans-
port are normalized by ρ0∆u3/δθ(t). Distributions are
averaged between the upper and the lower stream to get
perfectly symmetrical distributions

deed widened for PG with respect to DG. Strong tur-
bulence is localized at the center of the DG shear layer
unlike the PG shear layer, where turbulence is spread
over the whole shear layer including its upper and lower
boundaries.

Figure 8: Root mean square values of pressure, aver-
aged over the self-similar period and plotted along the
normalized y direction. Comparison between FC-70 and
air

For PG flows, the well-known compressibility-related
reduction of the momentum thickness growth rate is ex-
plained by a reduction of pressure-strain terms. These
terms only explicitly appear in the turbulent stress tensor
equations. Their abatement is itself caused by a reduc-
tion of normalized pressure fluctuations, which causes a
communication breakdown across large structures. Fur-
ther explanations are given by the sonic-eddy model
[24]. Figure (8) reports the root mean square values of
pressure averaged over the self-similar period. In PG
flows, normalized pressure fluctuations are significantly
reduced at Mc = 2.2, leading to a reduced growth rate
consistently with the well-known effect. Meanwhile in
DG flows, normalized pressure fluctuations are doubled.
This thermodynamic effect induces much larger pressure-
strain terms and thus larger turbulent intensity, leading
to a faster growth. Note that such effect was not ob-
served in the previous analysis at Mc = 1.1. Increasing
the convective Mach number appears to intensify dis-
crepancies between DG and PG flows and reveal a dif-
ferent behavior for DG shear layers, less influenced by
compressibility effects.

5 Conclusion
DNS of a temporal compressible mixing layer at con-
vective Mach number Mc = 2.2 are achieved for air de-
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scribed as a perfect gas and for FC-70, a BZT dense gas,
described using the Martin-Hou EoS. Results are vali-
dated for both types of gases and a self-similar period
carefully identified. The well-known compressibility-
related reduction of the momentum thickness growth
rate, caused by a reduction of normalized pressure fluc-
tuations, does not seem to apply to DG flows in the high
compressible regime studied. It remains to fully explain
the physical mechanisms yielding these DG/PG differ-
ences. The influence of initial thermodynamic operating
conditions, impacting both the fundamental derivative Γ
and the transport coefficients, is also currently investi-
gated.
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Abstract
Transcritical and supercritical flows are encountered in
cryogenic rocket engines, where reactants are stored and
injected at high pressure and low temperature. This
implies specific thermodynamic and diffusive behaviors,
which have direct impacts on the combustion and flow
dynamics. To predict such systems, the Large Eddy Sim-
ulation approach is today commonly used as it allows a
good description of the turbulence and other transient
phenomena. The formulation involves the fully com-
pressible flow equations, associated to a cubic equation
of state and modified transport properties to properly
describe the dense fluid. In the paper, the complete for-
mulation is recalled and specific numerical treatments
implemented in the code AVBP to ensure accuracy and
robustness are described. Validation test cases as well as
rocket engine applications are then presented to demon-
strate the capacities of the numerical approach and the
reliability of the models for such complex systems. On-
going developments and future works are finally given.

1 Introduction
The combustion chamber in Liquid Rocket Engines
(LRE) reaches extremely high pressure levels, exceed-
ing the critical pressure (Pc) of most propellants. De-
pending on their injection temperature respectively to
their critical one (Tc), reactants are injected in different
thermodynamic conditions. With low Pc and Tc (12.8
bars and 33 K respectively), hydrogen, commonly used
in LREs, is most of the time supercritical (i.e. gaseous)
before burning. Liquid oxygen, having Pc = 50.5 bars
is often injected at supercritical pressure and subcritical
temperature (Tc,O2=155 K), a regime generally referred
to as transcritical. Today seen as a promising alterna-
tive fuel, methane has a Pc of 46.5 bars, i.e., much higher
than hydrogen but still lower than usual chamber pres-
sures, meaning also a supercritical regime. However in
the context of LRE manufacturing and operating costs
reduction, which introduces additional constraints linked
to operational flexibility and engine reusability, methane
may be either at subcritical or supercritical pressure and
may even change state during a launch.

In the transcritical regime, the fluid thermodynamic
behavior changes drastically and the ideal gas Equation
of State (EoS) does not hold anymore [1]. Transport
properties are also impacted and the surface tension van-
ishes. This supercritical fluid state has therefore direct
consequences on the fuel injection, atomization and com-
bustion processes occurring in the LRE. Instead of form-
ing droplets as in subcritical conditions, the supercriti-
cal, dense fluid diffuses in the surrounding lighter fluid
without forming a thin interface [2, 3]. This leads to
modified mixing processes and, in turn, modified chem-

ical activity. These phenomena have been observed in
lab-scale experiments, for both LO2/H2 and LO2/CH4
[4, 5]. Measurements are however very difficult in such
extreme conditions, and it is essential to have numeri-
cal tools for the understanding and prediction of flames,
heat transfer and acoustics in LRE combustion cham-
bers. If sufficiently reliable and accurate, such tools may
be extremely useful for the design of LRE at a reduced
cost in comparison with real tests.

2 Equations and models
Stable combustion in a LRE occurs in the turbulent, thin
flame non-premixed regime. The very fast chemistry of
H2/O2 leads to a flame anchored at the injector lips, i.e.,
a purely diffusion flame controlled by turbulent mixing
[4]. As CH4/O2 chemistry is slower, the flame may de-
tach and lead to a partially premixed combustion mode
[5]. It is then important to include chemical kinetics
in the model equations. Turbulence is treated with the
Large-Eddy-Simulation (LES) approach for a good de-
scription of the intermittent flow structures and their
interaction with the flame.

The governing equations therefore are based on the
spatially filtered (in the sense of LES), fully compress-
ible Navier-Stokes equations, added with species conser-
vation equations and closed with a real-gas EoS. They
write:

∂ρũi

∂t
+ ∂

∂xj
(ρũiũj) = − ∂

∂xj
[Pδij − τij + τ t

ij ] (1)

∂ρẼ

∂t
+ ∂

∂xj
(ρẼ−ũj) = − ∂

∂xj
[ũi(Pδij−τij)+qj +qt

j ]+ω̇T

(2)
∂ρk

∂t
+ ∂

∂xj
(ρkũj) = − ∂

∂xj
[Jj,k + J t

j,k] + ω̇k (3)

where Q and Q̃ denote spatial and mass-weighted
(Favre) spatial filter of any quantity Q. In Eq. (1) to
Eq. (3), which respectively correspond to the conser-
vation laws for momentum, total energy and species,
the following symbols (ρ, ui, E, ρk) denote the density,
the velocity components, the total energy per unit mass
(E = ec+e, with e the sensible energy) and the density of
the chemical species k: ρk = ρYk for k = 1 to N (where
N is the total number of species) with Yk the mass frac-
tion. P denotes the pressure, τij the stress tensor, qj

the heat flux vector and Jj,k the vector of the diffusive
flux of species k. The source term in the species trans-
port equations (ω̇k in Eq. (3)) comes from the consump-
tion or production of species by chemical reactions. The
source term in the total energy equation (ω̇T in Eq. (2))
is the heat release rate, which is the variation of sensible
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enthalpy associated to species variation:

ω̇T = −
N∑

k=1
ω̇kh

0
k (4)

with h0
k, the mass enthalpy of formation of species k.

The stress tensor τ̃ij is calculated from the filtered ve-
locity, using a viscosity calculated with the Chung et al.
method [6]. The species and heat fluxes (Jk and q) use
classical gradient approaches, with a constant Schmidt
(Sck) number while heat diffusion coefficient is also com-
puted with the Chung et al. method. The subgrid scale
quantities (stress tensor τ t

ij , heat flux qt, species flux
J t

k) are computed with a turbulent viscosity νt using the
WALE model [7]. The above conservation equations are
closed with a cubic EoS, either Peng-Robinson (PR) [8]
or Soave-Redlich-Kwong (SRK) [9], which are very sim-
ilar and can be written in the following generic form:

P = RT

v − b
− θ(T )
v2 + d1bv + d2b2 (5)

PR : (d1, d2) = (2, −1) (6)
SRK : (d1, d2) = (1, 0) (7)

where P is the pressure, T the temperature, v the mo-
lar volume (v = W/ρ with W the mean molar mass of
the mixture), θ(T ) and b are parameters computed with
respect to the critical points of the species contained in
the mixture and their acentric factor.

Turbulent combustion modeling for diffusion flames is
usually based on the flamelet concept. The flame struc-
ture is described as laminar strained flames, which are
pre-tabulated in look-up tables as functions of the mix-
ture fraction Z, for given boundary conditions and strain
rates [10]. In the case of very fast chemistry as for
H2/O2 combustion, the infinitely fast chemistry solution
is a good approximation for the flame structure. In this
case, only the equilibrium is tabulated with Z, and the
source term ω̇k is calculated as a relaxation to equilib-
rium [11, 12]. The interaction with turbulence is then in-
troduced using an β-function shape parameterized with
the mixture fraction mean and variance. Flamelet ap-
proaches have demonstrated their capacity to accurately
describe stable turbulent diffusion flames in rocket en-
gines [12, 13, 14, 15]. However as they force a stable lami-
nar flame structure, these methods are less performant in
transient cases or in the occurrence of heat losses. These
effects can be taken into account with the flamelet con-
cept, but at the cost of extended look-up tables which
may be difficult to build and costly to handle in CFD
codes [16]. Other approaches may be used, with various
levels of complexity and performance [17]. In particular,
the direct integration of chemistry is very attractive as
it is able to explicitly describe transient processes as well
as the interaction of the flame with any flow feature [18]
.

3 Applications
The above set of equations and models have been imple-
mented in the code AVBP [19, 12], a third-order finite
element solver on unstructured meshes [20]. Because of
the non-linear nature of the thermodynamics, simula-
tions of high-pressure flows are subject to stability is-
sues [21]. The numerical stabilization method used in
AVBP relies on artificial viscosity. Details are given in
[22, 12]. For sufficiently refined meshes, the simulation
naturally tends to Direct Numerical Simulation (DNS),

Figure 1: Configuration and 2D computational domain
used in DNS of flame stabilization [23]

which means the direct resolution of the full turbulence
spectrum, i.e., without any model. As illustrated be-
low this approach is useful to understand the details of
physical processes.

In the following, the model is applied to various config-
urations of increasing complexity, to show the capacities
of numerical study of transcritical and supercritical re-
acting flows.

3.1 DNS of flame stabilization behind a
splitter plate

The mechanism of flame anchoring at the coaxial injec-
tor is critical as it ensures the flame stability. It is the
result of the flow dynamics behind the splitter that sep-
arates the ergols, the combustion chemistry and the heat
transfer in the splitter. To have a detailed description of
these phenomena, DNS is performed in a simplified con-
figuration, illustrated in Figure (1). In all cases below,
chemistry is described with reduced chemical schemes
accounting for about 10 species.

Ruiz et al. [23] performed the DNS of a H2/O2 tran-
scritical flame at 10 MPa. In this benchmark case, light
gaseous H2 is injected at high speed and 150 K, while
O2 is transcritical at injection, at a temperature of 100
K and with a low velocity. The resulting density ratio
is about 80, which is a very difficult challenge for nu-
merics. The turbulence that develops behind the splitter
requires typically a grid cell of h/100 where h is the split-
ter height. The obtained non-reacting flow is illustrated
in Figure (2) (top) with an instantaneous snapshot of
the density field. As expected for supercritical fluids,
no atomization of the dense O2 is observed, replaced by
the formation of elongated ligaments and diffusive mix-
ing between the two ergols. After ignition a diffusion
flame stabilizes at the splitter plate surface Figure (2)
(bottom), where a small recirculation zone develops and
allows the flame anchoring. The flame is highly wrinkled
by the strong turbulence induced by the shear flow, but
never quenches. The temperature increase in the burnt
gas bring them back to perfect gas thermodynamics.

In [23] the splitter plate surface is considered adia-
batic. The impact of heat losses on the flame anchoring
mechanism was studied by Mari et al. [25], with coupled
combustion - heat conduction simulations. Although the
heat flux at the splitter tip reaches about 14 MW/m2,
the flame stays attached to the solid (Figure (3)). The
heat loss is partially compensated by the pre-heating of
the ergols along the splitter during injection, and by the
near-wall chemistry, where the lower temperature favors
the exothermic formation of radicals such as HO2 and
H2O2 as found for example in ignition. This explains
the peak of heat release rate at the splitter tip, visible in
Figure (3).
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Figure 2: DNS of H2/O2 transcritical flow and flame:
density [kg/m3] in the non-reacting flow (top) and tem-
perature [K] of the flame (bottom) [24].

Figure 3: DNS of H2/O2 transcritical flame coupled
with heat conduction in the splitter: heat release rate
[J/m3/s] and solid temperature [K] [25].

Recent DNS studies focused on CH4/O2 combustion,
in doubly transcritical conditions [26]. Despite the 2D
mesh and some uncertainty linked to chemical kinetics of
high pressure methane oxy-combustion, the simulation
revealed the underlying mechanisms of flame stabiliza-
tion. Compared to H2/O2 flames, here the weaker flame
leads to a more intermittent stabilization, allowing reac-
tant leakage and partial premixing close to the wall. The
impact of heat loss in coupled combustion - heat conduc-
tion simulations, in comparison with adiabatic surfaces,
is found similar to the H2/O2 case described above, with
a peak of heat release at the splitter tip (Figure (4)).

Figure 4: DNS of CH4/O2 doubly transcritical flame:
adiabatic splitter plate (left) and coupled heat conduc-
tion in the splitter (right) [26]. Heat release rate (non-
dimensionalized) and velocity vectors. The blue line is
the isocontour of mixture fraction at 0.2, and Φ is the
thermal flux. In the adiabatic case PA

R and SA
R are pri-

mary and secondary reaction zones, while only a primary
zone PC

R is observed in the coupled case. The flame in-
termittently anchors between locations Lup and Llow.

3.2 Validation : LES of a single injector
configuration

The Mascotte test bench, operated at ONERA [3], has
been specifically designed to study H2/O2 and CH4/O2
combustion in LRE conditions [3, 4]. It can reach cham-
ber pressures up to 100 bars and has the capacity to
apply transverse acoustic perturbations [27]. Although
measurements are very difficult in these conditions, opti-
cal access and advanced laser techniques such as CARS
or PLIF, as well as direct imaging give some information
about the flame shape and stability. The configuration
consists in a square combustion chamber of 50 mm side
length, with lateral windows, fed with a coaxial injector
and closed by a chocked nozzle.

For the purpose of validation, three test cases have
been investigated in [12], named A60, C60 and G2 re-
producing transcritical flames [28, 5]. Dense oxygen (i.e.
liquid-like oxygen) is injected at low velocity (less than
10 m/s), surrounded by gaseous hydrogen cases A60 and
C60 or methane (case G2) flowing at high velocity (more
than 100 m/s), in a chamber at supercritical pressure for
both reactants (60 bar for case A60 and C60, 56 bar for
case G2). Cases A60 and C60 only differ by the mass
flow rate and injection velocity of H2, 50 % larger for
case A60 than C60.

The flow and flame structures are well illustrated with
instantaneous views as shown in Figure (5) for case C60.
A fully turbulent flame develops around the low velocity
cold inner jet. High density oxygen pockets are produced
downstream.

Figure 5: LES of MASCOTTE case C60. Longitudi-
nal instantaneous field of temperature between 80 K and
3 600K [12].

A qualitative comparison with experiment is shown in
Figure (6) for all three cases, where Abel transforms of
OH* emission [28, 5] are compared with isocontours of
the average OH mass fraction from the simulation (see
[12] for OH* fields). Although the two quantities are not
exactly equivalent, it can be seen that the topology of
the flame is qualitatively recovered in all the cases, with
a correct axial position of the opening and a proper flame
length for cases A60 and G2. As in the experiment, the
flame is found longer in case C60 compared with case
A60, by near 100% in the LES, due to the smaller H2
mass flow rate. In both cases the flame is attached to
the injector lips, consistently with the DNS results of
the above section. The absence of reactant leakage leads
to purely diffusion flames, highly strained by the strong
turbulence.

3.3 LES of a realistic rocket engine con-
figuration

The numerical approach and modeling described above,
and the computational power now available, allow today
the simulation of multi-injectors, lab-scale engines. First
steps were taken with simulations of combustion cham-
bers with a limited number of injectors, in order to study
possible interactions between flames and their impact
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Figure 6: LES of MASCOTTE cases C60 (top), A60
(middle) and G2 (bottom). Comparison between the
Abel transform of the average field of OH* emission
[28, 5] and the average OH mass fraction from the sim-
ulation. Dashed lines show the top (in red) and bottom
(in black) experimental flame position corresponding to
the position of maximum emission [12].

on turbulent mixing, combustion efficiency and thermo-
acoustic instabilities. With this objective, a five injectors
combustor has been investigated experimentally at ON-
ERA [27, 29]. The experimental facility allowed to apply
transverse acoustic waves to the flames attached to the
linearly arranged injectors. To gain better knowledge of
the turbulent flames and their interaction, the experi-
ment was computed using LES [29], for the operating
conditions summarized in Table (1).

Pch [MPa] MR J
6.7 1.1 3.7

Table 1: Chamber pressure, Mixture ratio MR, and mo-
mentum flux ratio J for the methane-oxygen five-injector
case.

The simulations were able to reproduce both the non-
modulated and the modulated cases, as illustrated in
Figure (7), showing a good agreement with experiment.
It can be seen that even in the non-modulated case, the
flames interact as they widen under the effect of the de-
veloping turbulence. The transverse acoustic waves sig-
nificantly reduce the flame length, and the dense core is
notably shortened. This goes with an expansion in the
transverse direction, leading to flattened flame shapes.
The simulations allowed to analyze in detail the flow dy-
namics induced by transverse acoustics, as well as the
flame response. In particular, the Rayleigh criterion
showed a different behavior of the central and lateral
flames, which produce larger heat release fluctuations.
A complementary detailed study of the dynamics of a
transcritical coaxial flame under a high-frequency trans-
verse acoustic forcing is given in [30].
Today, LES of real rocket engine configurations with

tens of injectors is feasible, although requiring impor-
tant computational resources. Recently, the LES of a
42-injector rocket engine has been performed to study
thermo-acoustic instabilities [31, 32]. The simulated
BKD configuration operated at DLR Lampoldshausen

Figure 7: Instantaneous images of the five flames in the
five-injector case [30]: numerical iso-surfaces of tempera-
ture (left) and experimental instantaneous light emission
(right). Top: without modulation, bottom: with modu-
lation.)

[33] consists of a cylindrical combustion chamber of di-
ameter 8 cm, closed by a choked nozzle (Figure (8)). The
42 coaxial injectors, arranged on the injection plate in
three concentric rings, feed the combustor with hydrogen
and oxygen in transcritical conditions. Both stable and
unstable cases were observed experimentally. A stable
case (LP1) and an unstable case (LP4) were simulated
operating respectively at 70 bar and 80 bar. Note that
in that case, a much coarser mesh than in previous sin-
gle injector calculations was used. The impact of mesh
resolution in single injector simulations was studied in
[12], showing that the accuracy of stable flame predic-
tion was kept on a coarse mesh similar to the one used
for the BKD configuration. The impact of the mesh on
combustion instability is however not yet fully assessed,
and is the subject of current work.

Figure 8: Overview of the BKD configuration: tempera-
ture isosurface colored with axial velocity [34].

In order to investigate the stability of the combus-
tor, an external perturbation was applied in the LES
in the form of a pressure perturbation corresponding to
the first transverse mode of the chamber. In case LP1,
the imposed perturbation is rapidly damped whatever
its amplitude, confirming a stable operating point. On
the contrary, case LP4 leads to a limit cycle for suffi-
ciently high perturbation amplitudes, above 11 % of the
chamber pressure. This means that for LP4 the LES
is nonlinearly unstable. This is in agreement with the
experimental observations, where case LP4 is unstable
and case LP1 is stable. Pressure signals may be ana-
lyzed with spectral density plots as shown in Figure (9),
also showing the experimental power spectral densities
for comparison. Peak frequencies are observed at the
same values in both LES and experiment, a first peak at
10700 Hz in the LES and 10260 Hz in the experiment,
and a second peak at 21400 Hz in the LES and 20520 Hz
in the experiment.

To characterize the stability of a combustor, the
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Figure 9: PSD of the pressure signal for LP4: compari-
son with experiment (raw experimental data courtesy of
DLR, processed with the same tools as the LES results)
[31, 32]

Rayleigh index R is used to measure the correlation be-
tween the flame power fluctuations q′ and the pressure
fluctuations p′.Positive R indicates a growing instability.
The Rayleigh index obtained for both cases LP1 and LP4
and different pressure perturbation levels are reported in
Table (2). First, R is always positive, meaning that pres-
sure and combustion fluctuations always feed each other.
As a consequence, stable cases can only be the result of
energy losses through boundaries or dissipation. Second,
R increases with the initial perturbation amplitude and
reaches a maximum for LP4 with the largest perturba-
tion. In this latter case, energy losses do not anymore
counteract the fast instability growing and the combus-
tor becomes unstable.

The objective of current studies is the prediction of the
natural stability of the system and the transition between
stable and unstable situations in order to identify the
mechanisms leading to instability [34].

LP1 [MPa] LP4
∆P [bar] 2.5 5 8 2.5 5 10
R [kW] 32.5 39.9 65.9 23.9 29.1 143

Table 2: Rayleigh source term for different pressure am-
plitude ∆P [31, 32]

4 Conclusions
Although it remains challenging to compute transcritical
and supercritical reacting flows, a numerical methodol-
ogy is today available and validated. It allows to study
complex phenomena such as ignition, combustion effi-
ciency, flame stability or thermo-acoustic instabilities in
real rocket engines. It can also be coupled to heat trans-
fer simulation (conduction in solids and thermal radia-
tion) to describe the combustion chamber thermal state
and design efficient cooling systems [35]. The complex-
ity of the physics involved, in particular the strong den-
sity gradients at injection, necessitate locally very fine
meshes which induces extremely CPU cost: typically the
simulation of the 42 injectors configuration required 100
000 CPU hours per ms of physical time on a BlueGene
Q [31]. This demands a high parallel efficiency of the
solver and the access to powerful computers.
Today a lot of efforts are devoted to the study of

CH4/LOx thermo-kinetics effects on the engine behav-
ior, in order to help the design of the new generation of
rocket engines in the context of cost reduction and com-
mercial competitiveness. In particular the modeling and
simulation of the transition between supercritical and

subcritical conditions has emerged as a key problem and
is the subject of current research.
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Abstract
The following paper presents two simulation strategies
for compressible two-phase or multicomponent flows.
One is a full non-equilibrium model in which the pres-
sure and velocity are driven towards the equilibrium at
interfaces by numerical relaxation processes, the second
is a four-equation model that assumes stiff mechanical
and thermal equilibrium between phases or components.
In both approaches, the thermodynamic behaviour of
each fluid is modelled independently according to the
stiffened-gas equations of state. The presented meth-
ods are used to simulate the de-pressurization of a pipe
containing pure CO2 liquid and vapour under the one-
dimensional approximation.

1 Introduction
Multiphase and multicomponent flows are ubiquitously
encountered in nature as well as in industrial applica-
tions. Hence, their numerical simulation has been an
active research field for a long time producing a large
variety of models as well as numerical methods relying
on the most different assumptions. Among the possible
distinctive aspects of such a modelling, is the thermo-
dynamic description. In this work, we assume that
each (pure) fluid has its own, known, equations of state
(EOS), independently from the actual phase—liquid or
gaseous—that composes the flow. How the phases or
materials interact among each other represents another
important feature. Specifically, we focus on the so-called
diffuse interface methods (DIMs), which consider in
each cell the presence of all phases or materials, be it an
arbitrarily small amount for the “pure” fluids, and do
not explicitly track the interfaces separating different
components [1, 2].

To allow an effective description of the considered nu-
merical methods, it is important to remark the difference
between multicomponent and multiphase flows. In mul-
ticomponent flows, the different species (typically gases,
but also liquid mixtures) are intimately mixed and, what-
ever the size of a volume of fluid, the different compo-
nents appear all. An example is given by air, where
O2 and N2, as well as the other gases, are simultane-
ously present, but the mixture composition varies. In
such cases, the Dalton law applies, and the pressure is
the sum of the partial pressures. This kind of flows are
mostly considered to simulate gas combustion, hyper-
sonic flows, or real gas networks, where several gases are
injected from different origins. In multiphase flows, dif-
ferent phase are separated by multi-material interfaces,
so there exists a limit size for which one can say in which

∗Corresponding author: barbara.re@math.uzh.ch

pure fluid we are. In multiphase flows, each phase occu-
pies a well-determined volume fraction, i.e., there exists a
limit in the spatial scale for which one can say in which
pure fluid we are. Take the example of a fog, where
droplets can appear in a gaseous environment: if we are
looking below the characteristic size of a droplet of wa-
ter, then we know if we are in, say, gas or in water. Such
types of flows are generally assumed while investigating
combustion processes, break-up of liquid jets, but also
in the oil industry, the nuclear industry, and during the
transport of CO2, etc.. According to the flow topology,
we can have, for instance, stratified, bubbly, or droplet
two-phase flows.

From a numerical point of view, these two descriptions
have many similar common features, but also many
differences. If we neglect viscous effects, a multicompo-
nent model always leads to a hyperbolic system, and
the main difference with the single component case
(e.g., with the standard Euler equations), is that the
number of linearly degenerate fields increases. The main
difficulty occurs at the contact discontinuities where the
pressure may not have the right continuous behaviour
that is expected. This artefact becomes more important
if the slip line is aligned with the mesh, and may lead,
in some cases, to the blow up of the code. The case of
multiphase flows is way more complicated. First, there
is a very difficult modelling issue: it is not possible,
in general, to have a very fine description of the flow,
but we have to introduce averages, a situation somehow
similar to turbulence modelling. Hence, we need closure
relations, and they are case dependent. This averaging
procedure is a translation, from the physical to the
numerical level, of the flow topology; hence, it depends
on the shape of interfaces, distinguishing e.g. between
small, large or elongated bubbles, or on the behaviour,
e.g. how a bubble breaks. The averaging procedure
might impact also the mathematical properties of the
model.

Here, we intend to describe two possible ways of pro-
ceeding that are suitable to simulate both compressible
multiphase and multicomponent flows. The proposed
strategies are based on primitive formulations. It means
that the set of partial differential equations describing
the flows is not written in conservative form, and the
solution variables comprise, instead of the total energy,
the pressure or the internal energy, which are, in general,
more relevant in engineering applications. One aspect
linked with this choice, which requires some attention
and it is non-trivial, is the involved numerical method
to guarantee conservation among the variables for the
four-equation model [3, 4].

In this contribution, we narrow our interests to two-
phase flows (or two components, as, in the following, we
will not distinguish any more between them). First, in
Sec. 2, we introduce diffuse interface methods for the
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simulation of compressible two-phase flows. In Sec. 2.1,
we describe a pressure-based finite-volume solver for
the seven-equation model, in which the equilibrium be-
tween pressure and velocity at multi-material interfaces
is enforced through numerical relaxation processes. In
Sec. 2.2, we briefly resume the finite-volume-type solver
adopted for the four-equation model. The results of a
CO2 pipe de-pressurization test are presented in Sec. 3,
while the conclusions drawn in Sec. 4.

2 Diffuse interface methods for
two-phase flows

A distinguishing feature of compressible two-phase flows
is the presence of dynamic interfaces separating different
fluids, which represents a main challenge in their nu-
merical simulation. The size, shape, and the number of
interfaces present in the domain depend on the topol-
ogy of the flows, and the thermodynamic and/or chemi-
cal properties of the flow may undergo abrupt variations
across them. DIMs is possibly an easy and efficient way
to cope with moving interfaces, as it artificially (i.e., nu-
merically) lets the fluids mix in a thin region surrounding
them [2]. In other words, the dynamics of the fluids is
coupled in thin interfacial regions, while it tends to their
respective pure behaviour away from them. The mod-
elling of the thermodynamic behaviour of the mixture
near interfaces, which may significantly depart from the
bulk fluids, is a rather delicate matter and it can be con-
trolled by different modelling assumptions.

The archetype of the DIMs is the full non-equilibrium
model by Baer and Nunziato (BN) [5], which comprises
seven equations: the evolution equation for the volume
fraction of one phase and a set of balance equations
for mass, momentum and total energy for each phase.
Each phase evolves with its own pressure, velocity, and
temperature. The original BN model has been equipped
with instantaneous pressure and velocity relaxation, to
enforce mechanical equilibrium across interfaces [1]. De-
spite the great flexibility and some favourable numerical
features such as the hyperbolic character, the extensive
use of BN-like models is hindered by the large number
of waves, that need to be taken into consideration [6].
This aspect prompts the diffusion of reduced models,
which are derived by means of asymptotic expansions,
assuming pressure, velocity, and/or thermal equilibrium
between phases [7]. Among others, we mention the
six-equation single-velocity two-phase flow model [8],
and the five-equation model derived by Kapila et
al. [9] in the limit of stiff mechanical relaxation, and
the 4-equation homogeneous equilibrium model with
mechanical and thermal equilibrium [10, 11]. The choice
of the most suitable model depends on the features of
the flow field, the desired simulation outputs, and the
available computational resources.

A difficulty that we need to face while developing
numerical methods for compressible multiphase flows
concerns the non-conservative terms. In the seven-
and six-equation models, these terms result from
the averaging procedure and involve the gradient of
the volume fraction. In the five-equation model, it
involves the velocity divergence. The impossibility to
write the governing equation in conservative form pre-
cludes the definition of weak solutions in the standard
distribution sense and calls for ad-hoc numerical tech-
niques, which provide an unambiguous discretization
of non-conservative terms. A possible one is provided

by the discrete equation method, which applies the
principle of the Godunov method in a probabilistic
framework [12]. Alternative, we can derive a numerical
discretization that explicitly enforces the pressure and
velocity non-disturbance condition across multi-material
interfaces [13]. More specifically, it can be noticed
that if the two fluids are in mechanical equilibrium,
the pressure and the velocity are and should remain
constant across the interface. Enforcing the mechanical
equilibrium at multi-material interfaces is mandatory
to avoid spurious velocity and pressure oscillations.
Primitive formulations offer a natural way to enforce
the interface mechanical equilibrium [14], so we focus on
them in this paper.

In the next sections, we describe a finite-volume
method that solves the pressure-based formulation of the
seven-equation non-equilibrium model, with finite pres-
sure and velocity relaxations, where the pressure and ve-
locity non-disturbance constrain is inherently enforced
in the finite volume discretization; along this model,
we also present a finite-volume-type solver for the non-
conservative four-equation model written in terms of in-
ternal energy. This system in particular considers pres-
sure and velocity, along with temperature relaxations.

2.1 A pressure-based non-equilibrium
BN-type model

The non-equilibrium model is based on the symmetric
variant of the BN model with pressure and velocity re-
laxation proposed by Saurel and Abgrall [1]. With the
aim to derive a model well suited to simulate multiphase
flows at low Mach numbers, we derived the correspond-
ing pressure-based formulation [15], which is made di-
mensionless according to the special pressure scaling

Pk = P̃k − P̃r

ρ̃rũ2
r

with M2
r = ρ̃rũ

2
r

P̃r
,

where P̃k is the dimensional pressure of the phase k,
while P̃r, ρ̃r, and ũr are, respectively, the reference (di-
mensional) pressure, density, and velocity. Mr is the
resulting reference Mach number, which expresses the
global level of compressibility of the flow field, as ex-
plained later. This special scaling filters out the acoustics
and recovers the correct order of pressure fluctuations in
the zero Mach limit [16]. The resulting model reads [17]:

∂αk
∂t

+ uI
∂αk
∂x

= µ∆kP (1)

∂αkρk
∂t

+ ∂(αkρkuk)
∂x

= 0 (2)

∂αkmk

∂t
+ ∂(αkmkuk + αkPk)

∂x
= PI

∂αk
∂x
− λ∆ku (3)

M2
r αk

[
∂Pk
∂t

+ uk
∂Pk
∂x

]
+
[
M2

r ρkc
2
k + κk

]
αk
∂uk
∂x

−
[
M2

r ρkc
2
I,k + κk

]
(uI− uk)∂αk

∂x

= −M2
r

[
ρkc

2
I,kµ∆kP+ κk(uI− uk)λ∆ku

]
−κµ∆kP

(4)

where α is the volume fraction, m the momentum, and
the subscript k = {1, 2} indicates the phase. The op-
erator ∆k takes the difference between the phase k and
the opposite one, e.g., ∆1u = u1 − u2, and λ and µ are
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the relaxation parameters for the velocity and the pres-
sure, respectively. Since the phases occupy all volume,
α1 + α2 = 1, so Eq. (1) is solved only for one phase,
while Eq. (2)–Eq. (4) are solved for both phases. The
system is closed by two thermodynamic models, one for
each phase, which are assumed to be given in the general
form P = P (ρ, e), with e the internal energy. Accord-
ingly, the speed of sound c is defined for each phase as:

c2 = χ+ κ
P + e

ρ
, with χ =

(
∂P

∂ρ

)
e

, κ =
(
∂P

∂e

)
ρ

. (5)

Finally, the subscript I denotes interfacial variables,
which are modelled as

uI =
∑
k αkmk∑
k αkρk

, PI =
∑
k

αkPk ,

c2
I,k = χk + κk

PI + ek
ρk

.

The definition of the interfacial speed of sound cI,k is not
related to a specific EOS, and it does not have a formal
thermodynamic meaning, but it simply mimics Eq. (5),
for the pressure PI instead of Pk. The usage of two EOSs
circumvents the possible occurrence of negative values of
squared speed of sound in the two-phase region [1].

In Eq. (4), we highlight the role of the parameter
M2

r , in front of some terms. It is representative of the
global compressibility of the flow and it allows to recover
the correct incompressible solution at low Mach [18].
Indeed, forM2

r → 0, Eq. (4) reduces to ∂αk

∂t + ∂αkuk

∂x = 0,
which can be considered the multiphase counterpart of
the incompressible kinetic constraint on the velocity
divergence for single phase flows.

The solution strategy of the pressure-based seven-
equation model given above is based on the Strang
splitting, namely, the solution at the end of time step
∆t = tn+1 − tn is achieved by applying two subsequent
operators: the hyperbolic operator, which solves the sys-
tem without source terms, and the relaxation operator,
which solves two ordinary differential equation (ODE)
systems associated with the velocity and the pressure
relaxation, starting from the solution of the hyperbolic
operator.
The numerical discretization of the hyperbolic opera-

tor is described in [15]. We recall here only some core fea-
tures. The governing equations are spatially discretized
over staggered grids to avoid spurious pressure oscilla-
tions at low Mach number, and we use a first-order fi-
nite volume scheme based on the Rusanov fluxes. The
staggering of the variables facilitates the solution of the
system of equations in a segregated approach, so first the
densities and the volume fraction and the predicted mo-
mentums are computed, by treating explicitly the con-
vective terms and the pressure gradients. Then, the pres-
sure equations are solved by integrating implicitly the
acoustic terms, in order to circumvent the most stringent
limitation on the time step imposed by the acoustic CFL
constraint. Finally, the momentums and velocities are
updated according to the pressure correction. As men-
tioned in the first part of Sec. 2, the conservative terms
involving the gradient of the volume fraction are inte-
grated starting from the consideration that a two-phase
flow uniform in pressure and velocity should preserve
this uniformity [1]. By analytically imposing this condi-
tion in the discrete version of the equations, we achieve
an unambiguous discretization of the non-conservative
terms, which, however, depends on the adopted numeri-
cal fluxes [17, 1].

For what concerns the relaxation operator, we solve
two systems of ODEs, which include only the time
derivatives of the variables and the relaxation terms (we
refer the reader to [1] for a description of the systems
of ODEs, but here λ and µ are finite parameters). The
first system accounts for velocity relaxation only, and it
consists of the two momentum equations. Using a back-
ward Euler time integration scheme and considering the
solution of the hyperbolic operator as initial state, we
obtain an easy system which is solved analytically. The
second ODEs problem applies the pressure relaxation
and it consists of three equations: one for the volume
fraction and two for the pressure. The implicit Euler
integration of this initial value problem leads to a highly
non-linear problem, which is solved by using standard
numerical techniques provided by the library PETSc [19].

Finally, we recall that the standard BN-type models,
as the one here described, consider immiscible phases,
that is, unless the components are not premixed, the
only mixing that may occur is due to numerical diffusion.
However, mass transfer may be added to the model by
means of additional source terms modelling the Gibbs
free energy relaxation [20].

2.2 An internal energy-based four-
equation model

The four-equation model is a simplified version of the
Baer-Nunziato two-phase model [5], with the assump-
tion of both mechanical and thermal relaxation. In par-
ticular, to retrieve the four equations starting from the
Baer-Nunziato model we have assumed pressure and ve-
locity, as well as temperature equality between the two
phases (cf. Sec. 2.3 for further details). This leads to
the following set of equations, where we have one equa-
tion for the conservation of mass for each phase k and
an equation for the mixture momentum Eq. (8) and the
mixture internal energy Eq. (9).

∂(α1ρ1)
∂t

+ ∂(α1ρ1 u)
∂x

= 0 (6)

∂(α2ρ2)
∂t

+ ∂(α2ρ2 u)
∂x

= 0 (7)

∂(ρ u)
∂t

+ ∂ (ρ u2 + P )
∂x

= 0 (8)

∂e

∂t
+ u · ∂e

∂x
+ (e+ P ) ∂u

∂x
= 0 (9)

Note that system Eq. (6)-Eq. (9) is written for the one-
dimensional case and, more specifically, the last equa-
tion is featuring the non-conservative formulation, and
requires a careful numerical method, in order to provide
the conserved quantities. Further, the thermodynamic
assumptions behind this model are different from the
original Homogeneous Relaxation Model (HRM) model
of Downar [10], which does not assume a temperature
equilibrium.

Let us denote the two phases identified for a liquid
phase by subscript 1 and a gaseous one by 2. Here u
represents the velocity, ρ the mixture density, P the
pressure and c the mixture speed of sound. The Wood
velocity 1

ρc2 =
∑
k

αk

ρkc2
k

describes the total sound speed,
where c2

k is the squared speed of sound for phase k, as
defined in Eq. (5).
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The volume fractions αk fulfil the requirement∑
k αk = 1. We define the total energy as E = e+ 1

2ρu
2,

with the total internal energy e =
∑
k αkek, where ek is

the internal energy of phase k.

The numerical discretization of the four-equation sys-
tem is described in [4, 21]. We recall hereafter some of its
main features. The governing equations are spatially dis-
cretized via a finite volume-based technique, called the
Residual Distributions Finite Volume (RD), which has
been duly presented in some recent work [22, 23]. This
method is used in combination with a second-order ex-
picit (Runge-Kutta) method, which has been inspired by
the work of [24] and [22]. This temporal discretization
is based on a prediction-correction approach, where the
prediction step is first-order accurate and given by a flux
difference. The second-order in time is then achieved via
a correction step, which takes the obtained prediction
approximation as the previous sub-timestep solution.

Overall, for what concerns the numerical spatial
approximation, diverse methodologies, ranging from
Lax-Friedrichs to Godunov approximations, could be
adopted. Nevertheless, to guarantee overall a good ac-
curacy of the solution, providing at same time a robust
scheme, has led to the choice of adopting a so-called a
posteriori limiting, as presented in [23]. This strategy
allows us to combine a second-order accurate scheme
in smooth regions and reverting locally to first-order in
case the second-order does not fulfil a series of criteria,
such as the absence of numerical oscillations or physi-
cally inadmissible solutions, as, e.g., negative densities.
In this work, the second-order approximation is retrieved
by a stabilized, blended Rusanov scheme, while the first-
order is provided by the Rusanov scheme. The interested
reader may refer to [4, 21]. While the feature of accuracy
can be well preserved, some remarks on the conservation
among the variables need to be provided.

In particular, the feature behind the choice of a non-
conservative formulation, as seen in [3], is due to the
many advantages, especially for engineering applications,
which are represented by the possibility to work directly
with quantities, such as pressures or internal energies in-
stead of having them computed from the total energy.
Indeed, for example, across contact discontinuities, the
velocity and the pressure do not change, while the den-
sity does. Deriving the internal energy or pressures from
the total energy, may, therefore, not be completely accu-
rate from a numerical point of view, possibly resulting in
oscillations. The interested reader may refer to [4] for a
comparisons between conservative and non-conservative
formulations. Further, another relevant advantage is rep-
resented by the possibility of dealing easily with non-
linear equations of state, as for example the family of
Mie-Grüneisen equations of state. These reasons mainly
motivate the interest behind the adoption of Eq. (9) and
the conservation can be retrieved in the specific RD sce-
nario via a correction term (cf. [3]). Mass transfer may
be added to Eq. (6)-Eq. (7), on the right-hand side, by
means of the term Γ = θ(ν1 − ν2) with ν the chemi-
cal potentials (Gibbs function) of the phases and θ the
relaxation time of the process at which the thermody-
namic equilibrium is reached (which enables the fulfil-
ment of the entropy inequality). The solution would then
be obtained by first computing the hyperbolic part and
then proceeding by adding the mass transfer as shown in
[25, 4, 21].

Table 1: Parameters of the stiffened gas EOS for the
CO2 phases, used in the numerical test

Liquid Vapour
γ [−] 1.23 1.06
P∞ [Pa] 1.32 108 8.86 105

q [J/kg] −6.23 105 −3.01 105

cv [J/kg K] 2440 2410

2.3 Thermodynamic modelling
In this work, we consider a stiffened gas EOS for each
phase. Considering dimensional variables, the pressure
and the temperature are given by

P (ρ, e) = (γ − 1)e− γP∞ − (γ − 1)ρq ,

T (ρ, e) = P (ρ, e) + P∞

(γ − 1)cvρ
,

where the parameters γ, cv, and q are, respectively, the
ratio of specific heats, the isochoric specific heat capacity,
and the zero point energy. Finally, the parameter P∞
models the attractive effects in condensed materials. All
these parameters are fluid-specific and are computed by
fitting experimental data, e.g. the saturation curve [26].

Despite its simple analytical formulation, the stiffened
EOS permits to model the essential physics at molecular
level, that is attractive and repulsive effects. Hence, it
is often used for shock dynamics in condensed materials
and to simulate phase transfer.

For completeness, we briefly mention how the temper-
ature, pressure and velocity equality among phases is
reached for the four-equations, having possibly different
states, as e.g. densities. For the temperature we will
have

T =
∑
k

P + P∞,k

αkρkCvk (γk − 1) ,

whereas for the internal energy

e =
∑
k

αkρk

(
Cvk T

P + γk P∞,k

P + P∞,k
+ qk

)
.

and, finally, for the pressure

P =1
2
∑
k

(Ak − P∞,k)

+
√

1
4(A2 −A1 − (P∞,2 − P∞,1))2 +A1 A2 ,

with

Ak = ρkαk(γk − 1)Cvk∑
k ρkαkCvk

(
e−

∑
k

(αkρkqk)− P∞,k

)
.

3 Numerical results
In this section, we show the results obtained by both
the pressure-based non-equilibrium BN-type model, pre-
sented in Sec. 2.1, and the internal energy-based four-
equation model, described in Sec. 2.2, on the two-phase
CO2 de-pressurization test proposed in [11].

The experiment considers pure CO2, initially at rest
in a pipe of length L = 80 m. The pipeline is split in two
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Figure 1: CO2 de-pressurization test: numerical results obtained with the seven-equation model of Sec. 2.1, referred
to as 7eqs, and the four-equation model of Sec. 2.2, referred to as 4eqs, at the final time tF = 0.08 s. In the first row,
velocity and pressure are displayed. For the seven-equation model, cell values for both liquid and vapour are shown.
In the second row, the volume fraction of the liquid and the mixture density, defined as ρ = α1ρ1 +α2ρ2, are shown.
In all pictures, the initial solution is displayed as a dashed line. In the simulation with the 7eqs model, since the
numerical discretization is only first-order accurate, the domain is split into 4000 cells; while in the simulation with
the 4eqs model, which is second-order accurate, 2000 cells are used

chambers, the left one (x < 50 m) contains liquid CO2
at PL = 60 bar; the right one (x > 50 m) is filled with
vapour at PR = 10 bar. The temperature is T = 273 K
everywhere. The parameters of the stiffened gas EOS for
liquid and vapour CO2 are given in Table (1).
The diffuse interface methods assume that a small

amount of all phases is present in every computational
cells, so we impose a liquid volume fraction α1,L = 0.999
in the left part, and α1,R = 0.001 in the right part. The
results of the simulation at tF = 0.08 s are shown in Fig-
ure (1).
As the time evolves, the initial discontinuity gener-

ates a rarefaction wave propagating towards the left,
within the liquid, and a shock propagating towards the
right, across the vapour. The interface separating the
fluids propagates as a contact discontinuity across which
a jump in the (numerical) mixture density (defined as
ρ = α1ρ1 +α2ρ2) takes place, but the pressure and veloc-
ity are continuous. Indeed, no spurious oscillations occur
in these variables (first row of Figure (1)) at x ≈ 51 m,
which is the location of the interfaces at the final time.
Unfortunately, the seven-equation model does generate
velocity oscillations across the shock wave. As a possi-
ble explanation, we remind that this numerical method
has been developed especially for low-Mach phase flows,
i.e., in a regime where strong shocks are not expected.
However, we will further investigate this issue.
We observe a good agreement between our numerical

results and the ones in [11]. The relaxation processes in
the seven-equation model described in 2.1 drive correctly
the velocity and the pressure towards the equilibrium:
as the pictures in the first row of Figure (1) show, the
cell values of these variables are the same for liquid and
vapour CO2. These values, as well as the volume frac-
tion and the mixture density, agree very well with the
results achieved by the four-equation model, despite the
profound differences in the modelling assumptions.

4 Conclusions
In this work, we have presented two different methods
for the simulation of unsteady compressible two-phase
or two-component flows. In particular, we have focused
on diffuse interface methods, which permit to describe
each fluid according to its own equation of state. We
have shown how spurious oscillations across the inter-
faces that separate different fluids can be avoided by
adopting primitive formulations, i.e., by solving the gov-
erning equations for the pressure or the internal energy,
instead of the corresponding conservative variable, i.e.
the total energy.

In the presented de-pressurization test of pure two-
phase CO2, the two simulation strategies described here
give similar results, although they rely on different mod-
elling hypotheses, first of all, the mechanical and thermal
equilibrium or dis-equilibrium between phases. In partic-
ular, the physical constraint of continuous pressure and
velocity across interfaces is correctly recovered in both
simulations.

With this work, we wanted to stress the simple—and
probably not new—observation that the simulation of
compressible multiphase or multicomponent flows can be
addressed in several ways but some similar conclusions
can often be drawn, and used to implement new numer-
ical methods. Hence, a simulation strategy developed
for a reduced model can serve as an important building
block for more complex models, which sometimes are re-
quired to simulate unsteady multiphase flows, for which
no equilibrium assumption can be made a priori.
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Abstract
This work presents the extension of flux schemes for ideal
gas to enable multi-phase flow computations with gen-
eral equation of state (EOS). Based on the homogeneous
flow model, several modifications were made to obtain
AUSMPW+_N and RoeM_N numerical flux schemes
that are compatible with general EOS. Extended flux
schemes with tabular EOS were applied to simulate
multi-phase flows in liquid rocket engines such as cryo-
genic cavitating flow around a turbo-pump inducer and
phase change flow inside a cryogenic tank.

1 Introduction
Most current liquid rocket engines utilise cryogenic flu-
ids as propellants, oxidisers, purging gases, etc. Detailed
flow analysis from the tank to the combustion chamber
is essential to ensure accuracy and efficiency in engine
designs and safety. Though numerical analyses have
long been conducted, studies in the past have mainly fo-
cused on water, and corrections for real fluids have usu-
ally been obtained via experiments. One of the reasons
why researchers adopted water simulations is that nu-
merical methods available were only for a simple EOS,
such as the ideal gas law or stiffened-gas model. With the
advances of computational studies on numerical methods
for non-ideal gas flows, however, real-fluid computations
have begun to be performed. Typical examples include
the definition of numerical speed of sound at a cell in-
terface in the AUSM+ flux scheme [1] and the shock-
discontinuity-sensing term (SDST) in more elaborated
fluxes [2, 3]. These flux schemes target compressible
aerodynamics, and thus, the ideal gas assumption can
be adopted. As known well, such simple EOS has a lim-
ited range of validity and shows difficulties in describ-
ing real-fluid properties, especially near the critical point
where non-linear thermodynamic behaviours are ubiqui-
tous. Since cryogenic fluids are generally working near
their critical points, numerical methods for simple EOS
are not compatible with cryogenic flows.
This work summarises several features that must be

undertaken in extending flux schemes developed for ideal
gas into multi-phase flow with general EOS. Section 2
briefly introduces the adopted multi-phase model, and
Section 3 describes the extension of flux schemes. In Sec-
tion 4, two examples of cryogenic flows computed with
the extended schemes are included.

2 Numerical Modelling
2.1 Homogeneous Mixture Model

The homogeneous mixture model with mass fraction
[4] was adopted to describe multi-phase flows in this
study. This model assumes the mechanical and ther-
mal equilibrium between phases in a computational cell;
thus, all phases in a computational cell are described
by the same pressure, velocity and temperature. Al-
though the detailed non-equilibrium effects at the phase
interface could be reflected with more sophisticated non-
equilibrium models [5, 6, 7], the homogeneous mixture
approach is an attractive trade-off between computa-
tional efficiency and numerical accuracy. Above all, the
extension of two-phase flow model to multi-phase situa-
tions is readily accomplished without incurring a signif-
icant increase in complexity.

The compressible Reynolds-averaged Navier–Stokes
equations are cast in an integral, Cartesian tensor form
within an arbitrary control volume Ω with control sur-
face ∂Ω as follows:

∂

∂t

∫
Ω

WdΩ +
∮
∂Ω

[F− Fvis] dS =
∫

Ω
SdΩ, (1)

W = [ρ ρu ρv ρw ρE ρyv]T , (2)

F = [ρU ρuU + nxp ρvU + nyp

ρwU + nzp ρHU ρyvU ]T, (3)

where U(≡ nxu+nyv+nzw) is the contravariant velocity
component normal to the surface element dS. In Eq. (1),
Fvis is the viscous flux vector and S is the source term
vector. The mass fractions satisfy the constitutive rela-
tion, y` + yv = 1. The subscripts (`, v) signify the liquid
and vapour phases, respectively. The speed of sound of
a mixture was evaluated from the following definition:

c2 ≡ ∂p

∂ρ


s

=
ρ ∂h∂T

ρ∂ρ∂p
∂h
∂T + ∂ρ

∂T

(
1− ρ∂h∂p

) . (4)

The density and partial derivative values of the mixture
were determined from the definitions of mixture density
and enthalpy (Eq. (5) and Eq. (6)). Figure (1) shows that
the mixture speed of sound obtained by Eq. (4) is lower
than the Wood’s speed of sound (speed of sound of the
mixture in the mechanical equilibrium), indicating that
the current model satisfies the sub-characteristic condi-
tion with respect to the mechanical equilibrium model
[8].

2.2 Equation of State (EOS)
The mixture density was defined by Amagat’s law:

1
ρ

= (1− yv)
ρ`

+ yv

ρv
. (5)
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Figure 1: Comparison of speed of sound (log scale)

The mixture enthalpy was calculated as

h = h` (1− yv) + hvyv. (6)

The system was then closed by including an EOS for
the constituent phases. All thermodynamic properties
of each phase were generated by the Standard Refer-
ence Database 23, available from the National Institute
of Standard and Technology (NIST) [9]. To obtain ther-
modynamic properties efficiently during computations,
we constructed a table for each phase by the spline-based
table look-up method (SBTL) [10] which is accessed by
local pressure and temperature. This method creates
bi-quadratic spline functions to describe the intermedi-
ate regions between the data points that were generated
from the NIST database. Each spline function is C1 con-
tinuous across every data point.

2.3 Low-Mach Preconditioning
To handle compressible multi-phase flows, which com-
monly accompany both subsonic and supersonic regions,
the governing equations Eq. (1) were preconditioned as
follows:

Γ ∂

∂τ

∫
Ω

QdΩ +
∮
∂Ω

[F− Fvis] dS =
∫

Ω
SdΩ. (7)

The time variable t was changed into τ , indicating that
Eq. (7) should be applied to steady computations. The
primitive variable vector Q is given by

Q = [p u v w T yv]T . (8)

The preconditioning method by Weiss and Smith [11]
was adopted, and the preconditioning matrix Γ can be
referred to [4]. The eigenvalues of the preconditioned
system are then given by

λ

(
Γ−1 ∂F

∂Q

)
= U ′ −D,U ′ +D,U,U, U, U. (9)

Here,

U ′ = 1
2

(
1 + c′2

c2

)
U, (10)

D = 1
2

√(
1− c′2

c2

)2
U2 + 4c′2. (11)

The preconditioned speed of sound c′ was defined by

c′ = min
(
c,max

(√
u2 + v2 + w2, Vco

))
. (12)

In Eq. (12), Vco is a cut-off value that prevents c′ from
becoming zero in the vicinity of the stagnation region,
and generally set as Vco = kV∞. In supersonic flows, the
preconditioned speed of sound becomes the local speed
of sound, meaning that the preconditioning is turned off.

For unsteady low Mach number computations, the
dual time-stepping method was employed. When the
physical time step ∆t becomes large, the preconditioned
speed of sound for steady flows Eq. (12) still works, but
it causes unsatisfactory convergence behaviour for inter-
mediate and small time steps. To overcome this, the
unsteady preconditioning parameter Vun was proposed
[12] based on the von Neumann stability analysis for
the dual time-stepping method. The resulting precon-
ditioned speed of sound for unsteady flows is given by

c′un = min
(
c,max

(√
u2 + v2 + w2, Vco, Vun

))
, (13)

with Vun = Lch/(π∆t) = Lch/(π∆tV )×V = St×V . The
domain size, a representative length scale of the lowest
wave number, is typically taken as Lch. Though Vun
was derived for single-phase gas flows, it is applicable
in multi-phase flows because multi-phase effects induced
by the homogeneous mixture model simply change the
magnitude of the speed of sound.

3 Extension of Flux Schemes
Shock-capturing flux schemes have been traditionally de-
veloped and improved for ideal gas flows. Among numer-
ous schemes available, AUSMPW+ [2] and RoeM [3] are
well known for their robustness and accuracy. Taking
advantage of the mathematical simplicity of the homo-
geneous mixture model, such flux schemes can be ex-
tended to compute compressible multi-phase flows. To
ensure the compatibility with the most general EOS
for cryogenic multi-phase flow computations, the fol-
lowing modifications have been made, which yields the
AUSMPW+_N and RoeM_N schemes [13].

3.1 Interfacial Speed of Sound
In AUSM-type fluxes, the notion of the common speed
of sound at a cell interface, c1/2, is crucial in capturing
contact or shock discontinuity. The AUSMPW+ defines
c1/2 based on the Prandtl relation for gas dynamics and
local flow directions:

c1/2 =
{
c2s/max(cs, |UL|) for (UL + UR) > 0
c2s/max(cs, |UR|) for (UL + UR) < 0, (14)

where the speed of sound normal to a cell interface, cs,
is given by

√
2(γ − 1)Hnormal/(γ + 1) for a calorically

perfect gas. This enables an exact capture of a single
stationary oblique shock and the elimination of an un-
physical expansion shock.

However, the Prandtl relation for gas dynamics is not
applicable across a phase interface. The interfacial nu-
merical speed of sound in multi-phase flow computations
cannot be determined by Eq. (14), and it should be ap-
proximated based on multi-phase flow physics. The ho-
mogeneous mixture model gives a lower sound speed in
the mixture than that of either phase; any interfacial
speed of sound defined from an averaged mass fraction
on both sides satisfies this property [14]. For example,
c1/2 can be obtained from the Roe-averaged mass frac-
tion of ŷv =

√
ρLyv,L+√ρRyv,R√

ρL+√ρR
:

c1/2 = c1/2(p1/2, T1/2, ŷv), (15)
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where p1/2 and T1/2 are simple arithmetic averages of
left and right values. Note that c1/2 obtained from the
direct combination of the left and right sound speeds,
such as c1/2 = min(cL, cR) or c1/2 = (cL+ cR)/2, cannot
reflect the physical property of mixture sound speed, and
numerical instability can occur.

3.2 Shock-discontinuity-sensing Term
Various shock instabilities, such as carbuncles or nu-
merical oscillations, have caused troubles in numerical
flux schemes. The AUSMPW+ and RoeM schemes for
gas dynamics contain a shock-discontinuity-sensing term
(SDST), which detects shock and controls the amount
of numerical diffusion to improve the shock stability and
numerical accuracy compared to preceding AUSM-type
or Roe-type schemes. This sensing term is designed by
checking pressure distribution around a cell interface:

Πo
1/2 = min

(
pL
pR
,
pR
pL

)
. (16)

However, in two-phase flows, even in a subsonic con-
dition, the pressure field can vary drastically due to the
large density and high speed of sound in the liquid phase.
The original SDST Eq. (16) can misinterpret a physically
non-shock region as a shock region. A two-phase SDST
is thus derived from the ideal gas law (for gas phase) and
stiffened-gas model (for liquid phase) [14]:

Π1/2 = min
(
p̄L
p̄R
,
p̄R
p̄L

)
, p̄L,R = 1

αv,1/2
pL,R

+ 1−αv,1/2
pL,R+pc

, (17)

where pc comes from the stiffened-gas EOS. In case of
general EOS, such as the one used in this study, the
pc term is indeterminate. By analysing the steady one-
dimensional shock relations, an SDST for general EOS
is designed [13] as follows:

Π∗1/2 = min
(
p̄∗L
p̄∗R
,
p̄∗R
p̄∗L

)
,

p̄∗L,R = pL,R + 0.1×min
(
ρLc

2
L, ρRc

2
R

)
. (18)

3.3 Scaling for All-speed Flux Schemes
In accordance with the all-speed preconditioning tech-
nique (Section 2.3), the AUSMPW+ and RoeM flux
schemes need to be scaled for unsteady all-speed flow
computations. Unlike the traditional preconditioning
technique for steady computations, treating the veloc-
ity and pressure difference dissipation terms separately
with different scaling functions is important in securing
both accuracy and computational efficiency at low-Mach
high-Strouhal number limits. The scaling functions for
the velocity and pressure difference terms are given re-
spectively by

φu = θu(2− θu), φp = θp(2− θp) (19)

with

θu = min

1,max


√
u2

1/2 + v2
1/2 + w2

1/2

c1/2
,
Vco

c1/2

 ,

(20)

θp = min

1,max


√
u2

1/2 + v2
1/2 + w2

1/2

c1/2
,
Vco

c1/2
,
Vun

c1/2

 .

(21)

These functions were designed in a consistent manner
with the preconditioned speed of sound c′ Eq. (12) and
c′un Eq. (13).

3.4 AUSMPW+_N & RoeM_N
Applying the features in Sections 3.1–3.3 to the orig-
inal AUSMPW+ and RoeM flux schemes leads to
AUSMPW+_N, RoeM_N schemes for multi-phase flow
computations with general EOS. Although some attrac-
tive properties of the original schemes in gas dynamics,
such as one-cell capturing of a stationary shock, may be
compromised due to the use of general EOS, other ad-
vanced properties such as the enhanced resolution of con-
tact discontinuities and better stability are still retained
by the AUSMPW+_N and RoeM_N schemes. Detailed
formulations and analyses along with various test results
can be found in [13, 4].

4 Numerical Results
4.1 Cryogenic Cavitating Flow around

Turbopump Inducer
Cavitation around a high-speed turbopump inducer has
been a consistent obstacle in developing liquid rocket en-
gines. This section shows the capability that numerical
analyses using general EOS could contribute to uncov-
ering the cavitation mechanism around the inducer, or
at least, to predicting the cavity size under various op-
erating conditions. A model inducer was experimented
upon with cold water at the Korea Aerospace Research
Institute (KARI), and the numerical predictions for the
inducer performance agreed well with the experimental
data [13]. Using the validated numerical solver, cryo-
genic cavitating flows have been computed for the same
configuration. Since the AUSMPW+_N and RoeM_N
give similar results, the RoeM_N scheme with MLP5
limiter [15] was used, and the LU-SGS method [16] was
adopted to obtain steady-state RANS solutions. The
cavitation model by Merkle [17] and the k − ω SST tur-
bulence model [18] were employed. The grid consisted
of approximately 11.3 million computational cells, and
the mass flow rate inlet and pressure outlet boundary
conditions were applied. Table (1) summarises the com-
putational conditions. The thermodynamic parameter Σ
in Table (1) is a crucial variable to determine the thermal
effect in bubble dynamics, which is defined as

Σ(T∞) = ρ2
vL2

ρ2
`cp`T∞D

1/2
`

, (22)

where L is the latent heat. The flow coefficient φ of all
cases was identically set as 0.099.

Figure (2) plots the head-rise coefficient Ψ in terms of
the cavitation number σ. Here, Ψ is normalised by the
value at the non-cavitating condition. Each variable is

Table 1: Flow conditions around inducer
Case Fluid RPM Tin (K) Σ
A Hydrogen 10,000 20.8 1.12× 106

B Oxygen 5,000
64.1 14.42

C 90 1.56× 104

D Water 305.4 14.22
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Figure 2: Normalised head-rise coefficient of an inducer
according to the tip cavitation number

given by

Ψ = pout − pin

ρing
, σ = pin − psat(Tin)

0.5ρinV 2
tip

. (23)

The head-rise coefficient quantifies the inducer perfor-
mance. As σ decreases by lowering the outlet pressure,
cavitation occurs on the blade. The generation and col-
lapse of the vapour volume disturbs the liquid flow and
reduces the pumping capability of the inducer.
To verify the thermal effect in cryogenic cavitation,

the numerical results of hydrogen, oxygen (case B), and
water are compared in Figure 2(a). The inlet condition
of oxygen was adjusted so that the thermodynamic pa-
rameter matches that of water case, although complete
scaling between any two cavitating flows is not possi-
ble [19]. As expected, hydrogen flow characterized by

high Σ shows a far delayed cavitation breakdown (i.e.,
total loss of pump capability). When the ratio of liquid
density to vapour density (ρ`/ρv) is large, only a small
amount of liquid mass is required to generate a cavity.
Consequently, the heat of vaporisation needed is small,
and the bubble temperature does not fall much below the
bulk liquid temperature. On the contrary, with a small
ρ`/ρv, the bubble temperature and thus the saturation
pressure inside the bubble are lowered considerably. This
thermal effect reduces the bubble growth rate, leading to
improved pump performance. As shown in Table (2), the
ρ`/ρv of case A was very small. This explains the highest
value of Σ and the delayed cavitation breakdown of the
hydrogen case.

Interestingly, oxygen and water test cases under the
same Σ conditions resulted in a noticeable gap. The
density ratios of the two cases were different, but the
difference was not dramatic as in the case of hydrogen.
The gap between the oxygen and water results can be un-
derstood by the critical time tC from the bubble growth
theory. According to the theory, the growth rate is al-
most constant at the early stage of bubble growth. As the
bubble grows further, the rate decreases by the thermal
effect and becomes proportional to t−1/2. The moment
at which the thermal effect becomes large enough to take
over the bubble growth rate is the critical time. The crit-
ical time can be approximated by tC ≈ (psat−p)/(ρ`Σ2)
[20]. A fair assumption of the time during which the
bubble passes through the inducer is tB ≈ 1/(Ωφ) with
the angular frequency of inducer Ω. Table (2) displays
tC and tB for each case assuming zero local pressure for a
conservative estimation of tC . Only case D corresponds
to tC > tB , which means the thermal effect was not sig-

Table 2: ρ`/ρv, tC , tB for the cavitating inducer cases

Case Fluid ρ`/ρv tC tB
A Hydrogen 47 1.30× 10−9 9.65× 10−3

B Oxygen 10943 0.0073
0.0193C 262 3.57× 10−7

D Water 28988 0.024

(a) Hydrogen, σ=0.050 (a* in Fig. 2(a)) (b) Oxygen, σ=0.058 (b* in Fig. 2(a)) (c) Water, σ=0.058 (d* in Fig. 2(a))

Figure 3: Computed results of different working fluids at similar cavitation numbers, top: surface pressure distribution
and iso-surface of αv = 0.2, bottom: pressure change along the z-axis
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nificant the whole time while bubble travelled through
the inducer blades. In all other cases, it appears tC < tB .
It can be deduced that the thermal effect influences the
cavitation in case B, although Σ is similar to that of
case D. Figure (3) shows the surface pressure distribu-
tions with the iso-surface of αv = 0.2 and the pressure
change along the z-axis for three different working fluids
at similar cavitation numbers (points a*, b*, d* in Fig-
ure 2(a)). Again, the largest cavity was formed in water,
despite the equal σ and the similar Σ here, leading to
the lowest Ψnormalised.
Figure 2(b) presents the effect of inlet temperature on

the same fluid (oxygen). The higher the temperature,
the greater the thermal effect becomes because ρ`/ρv
decreases as the temperature gets closer to the critical
temperature. To contrast the results before and after
the breakdown, surface pressure distributions and the
iso-surface of the vapour phase for points c1 and c2 are
presented in Figure (4). Before the cavitation break-
down, cavities existed only locally near the leading-edge
tip. After the breakdown occurred, the cavities not only
covered the blade surface but also almost blocked the
whole passageway. In both results, local high-pressure
regions were observed immediately after the cavity clo-
sure, manifesting that structural damage may occur as a
result of cavitation.

(a) σ=0.087 (c1 in Fig. 2(b)) (b) σ=0.0025 (c2 in Fig. 2(b))

Figure 4: Surface pressure distribution and iso-surface of
αv = 0.2 for oxygen, Tin = 90 K

4.2 Phase Change Flow Inside a Cryo-
genic Tank

Cryogenic fuel used in a liquid rocket is highly suscepti-
ble to temperature changes, so the cryogenic fluid stored
in the tank experiences a continuous phase change dur-
ing a mission. Since perfect insulation is impossible, the
heat flux from the tank wall evaporates liquid fuel. The
pressure inside the tank increases accordingly, and the
vaporised fuel can no longer be used as fuel. Hence, pre-
dicting the pressure change and evaporation rate inside
the tank after the rocket launch is essential for the safety
and successful completion of a mission.
This section presents the numerical results for the

second-stage hydrogen tank of the AS-203 flight test [21].
The grid was generated with 1.75 million hexahedral cells
(Figure (5)). The initial condition as well as the time-
varying heat fluxes and acceleration (O(10−4g)) were the
same as the simulation conducted by Grayson et al. [22].
Additionally, the zero acceleration condition was com-
puted to determine the effects of gravity. All numeri-
cal methods used were the same as the previous section
except that this time AUSMPW+_N flux scheme was
adopted. Computations were conducted up to t = 200 s

because 5,000 s of the experiment is too costly to com-
pute even with the present compressible flow solver based
on the relatively efficient multi-phase model.

Figure 5: Cross-section of grid for the hydrogen tank

Figure (6) compares the computational results with
and without acceleration at t=200 s. Because the heat
transfer characteristic of each wall section was different,
the wall temperature seemed to be patched. Although
the acceleration was very low (O(10−4g)), its effects was
obvious. With gravity, the heated vapour was lifted up-
ward and accumulated under the deflector. However,
without gravity, each wall section showed almost uni-
form temperature distribution. The iso-surface shows
the vapour phase. Since the evaporation occurred from
the liquid adjacent to the wall, it looked like the vapour
phase wrapped around the liquid bulk. Another distinc-
tion between the two results was the shape of this vapour
iso-surface (or the shape of liquid bulk). Without buoy-
ancy, the generated vapour could not go upward, so the
vapour volume grew between the liquid and the wall,
pushing the liquid radially to the centre. Since the sur-
face tension was not modelled, the edge of the liquid
sprouted. If the surface tension was included, overall liq-
uid bulk should retain a round shape, and the centre of
the bulk, not the edge, will swell. However, with grav-
ity, the shape of the liquid bulk remained almost steady
as the evaporated mass rose without pushing the liquid.
Figure (7) compares the pressure changes with the ex-
perimental data and other numerical results using the
ideal gas law. The predictions of the current model with
general EOS agree well with the experimental data.

(a) Low gravity (b) Zero gravity

Figure 6: Wall temperature distribution and iso-surface
(αv=0.25) of vapour phase enclosing the liquid hydrogen
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Figure 7: Comparison of pressure change in tank

5 Conclusions
Based on the homogeneous flow assumptions with system
preconditioning for all-speed flows, the numerical speed
of sound in flux schemes for multi-phase flows was ob-
tained from the most general form of EOS. The SDST in
flux schemes was also modified to deal with multi-phase
real-fluid flows. Extended flux schemes with tabular EOS
successfully simulated cryogenic cavitating flow around a
turbo-pump inducer and phase change flow inside a cryo-
genic tank. Additional work is in progress to improve the
phase change model for cryogenic multi-phase flows.

Acknowledgment
This research was supported by the National Research
Foundation of Korea (NRF-2013R1A5A1073861).

References

[1] M.-S. Liou, “A sequel to AUSM: AUSM+,” Journal
of Computational Physics, vol. 129, no. 2, pp. 364–
382, 1996.

[2] K. H. Kim, C. Kim, and O.-H. Rho, “Methods for
the Accurate Computations of Hypersonic Flows,”
Journal of Computational Physics, vol. 174, no. 1,
pp. 38–80, 2001.

[3] S.-s. Kim, C. Kim, O.-H. Rho, and S. K. Hong,
“Cures for the shock instability: Development of
a shock-stable Roe scheme,” Journal of Computa-
tional Physics, vol. 185, no. 2, pp. 342–374, 2003.

[4] H. Kim, Y. Choe, H. Kim, D. Min, and C. Kim,
“Methods for compressible multiphase flows and
their applications,” Shock Waves, vol. 29, pp. 235–
261, 2018.

[5] M. R. Baer and J. W. Nunziato, “A two-phase mix-
ture theory for the deflagration-to-detonation tran-
sition (DDT) in reactive granular materials,” Inter-
national Journal of Multiphase Flow, vol. 12, no. 6,
pp. 861–889, 1986.

[6] R. Saurel and R. Abgrall, “A Multiphase Godunov
Method for Compressible Multifluid and Multiphase
Flows,” Journal of Computational Physics, vol. 150,
no. 2, pp. 425–467, 1999.

[7] A. K. Kapila, R. Menikoff, J. B. Bdzil, S. F.
Son, and D. S. Stewart, “Two-phase modeling
of deflagration-to-detonation transition in granular
materials: Reduced equations,” Physics of Fluids,
vol. 13, no. 10, pp. 3002–3024, 2001.

[8] T. FLÅTTEN and H. LUND, “Relaxation Two-
Phase Flow Models and the Subcharacteristic Con-
dition,” Mathematical Models and Methods in Ap-
plied Sciences, vol. 21, no. 12, pp. 2379–2407, 2011.

[9] E. W. Lemmon, M. L. Huber, and M. O.
McLinden. NIST Standard Reference Database
23: Reference Fluid Thermodynamic and Trans-
port Properties-REFPROP, Version 8.0 [Online]
http://www.nist.gov/srd/nist23.cfm, 2007.

[10] International Association for the Properties of Wa-
ter and Steam, “Guideline on the Fast Calculation of
Steam and Water Properties with the Spline-Based
Table Look-Up Method (SBTL),” technical report,
2015.

[11] J. M. Weiss and W. A. Smith, “Preconditioning ap-
plied to variable and constant density flows,” AIAA
Journal, vol. 33, no. 11, pp. 2050–2057, 1995.

[12] S. Venkateswaran and C. L. Merkle, “Dual time-
stepping and preconditioning for unsteady compu-
tations,” in 33rd Aerospace Sciences Meeting and
Exhibit, Aerospace Sciences Meetings, American In-
stitute of Aeronautics and Astronautics, Jan. 1995.

[13] H. Kim, H. Kim, and C. Kim, “Computations of
Homogeneous Multiphase Real Fluid Flows at All
Speeds,” AIAA Journal, vol. 56, no. 7, pp. 2623–
2634, 2018.

[14] S.-W. Ihm and C. Kim, “Computations of
Homogeneous-Equilibrium Two-phase Flows with
Accurate and Efficient Shock-Stable Schemes,”
AIAA Journal, vol. 46, no. 12, pp. 3012–3037, 2008.

[15] S.-H. Yoon, C. Kim, and K.-H. Kim, “Multi-
dimensional limiting process for three-dimensional
flow physics analyses,” Journal of Computational
Physics, vol. 227, pp. 6001–6043, 2008.

[16] S. Yoon and A. Jameson, “Lower-Upper Symmetric-
Gauss-Seidel Method for the Euler and Navier-
Stokes Equations,” AIAA Journal, vol. 26, no. 9,
pp. 1025–1026, 1988.

[17] C. L. Merkle, J. Z. Feng, and P. E. O. Buelow,
“Computational modeling of the dynamics of sheet
cavitation,” in 3rd International Symposium on
Cavitation, (Grenoble, France), 1998.

[18] F. R. Menter, M. Kuntz, and R. Langtry, “Ten Years
of Industrial Experience with the SST Turbulence
Model,” in 4th International Symposium on Turbu-
lence, Heat and Mass Transfer, 2003.

[19] J.-P. Franc, C. Rebattet, and A. Coulon, “An Ex-
perimental Investigation of Thermal Effects in a
Cavitating Inducer ,” Journal of Fluids Engineer-
ing, vol. 126, pp. 716–723, 12 2004.

[20] C. Brennen, Hydrodynamics of Pumps. A Concepts
ETI Book Series, Concepts ETI, 1994.

[21] W. D. Ward et al., “Evaluation of AS-203 low grav-
ity orbital experiment,” Technical Report NASA
CR 94045, 1967.

[22] G. Grayson, A. Lopez, F. Chandler, L. Hast-
ings, and S. Tucker, “Cryogenic Tank Model-
ing for the Saturn AS-203 Experiment,” in 42nd
AIAA/ASME/SAE/ASEE Joint Propulsion Con-
ference & Exhibit, American Institute of Aeronau-
tics and Astronautics, 2006.

46 ERCOFTAC Bulletin 124



Enhancing the Predictive Capabilities for High P/T
Fuel Sprays; Non-Ideal Thermodynamic Modelling Using

PC-SAFT
P. Koukouvinis1,2, A. Vidal-Roncero1, C. Rodriguez1, M. Gavaises1 and L. Pickett2

1SMCSE, City University London, Northampton Square EC1V 0HB, United Kingdom
2Combustion Research Facility, Sandia National Laboratory, 7011 East Ave, Livermore, CA 94550, US

Abstract
The present work aims to investigate the com-
plex phenomena occurring during high-pressure/high-
temperature fuel injection of the Engine Combustion
Network (ECN) Spray-A case. While commonly in the
literature transcritical mixing cases are approached using
traditional cubic equation-of-state models, such models
can prove insufficient in the accurate prediction of liq-
uid density and speed of sound. The purpose of the
present investigation is to employ a general tabulated
approach which can be applied to any type of thermo-
dynamic closure. At the same time, a more advanced
model based on the Perturbed-Chain Statistical Asso-
ciating Fluid Theory (PC-SAFT) is employed to create
the thermodynamic table, as it is proven superior to the
traditional cubic models, while also having the capacity
of predicting Vapor-Liquid-Equilibrium. The model has
been used for a combination of dodecane and nitrogen
mixing, corresponding to the well known Spray-A con-
ditions. Vapor penetration and mixing both in terms of
temperature and mass fraction are found in agreement
to experiments, within the experimental errors. Also,
the thermodynamic states correspond well with the adi-
abatic isobaric-mixing curve, demonstrating the energy-
conservative nature of the approach.

1 Introduction
The operation of modern Internal Combustion Engines
(ICEs) involves injection and mixing of fuel with oxi-
diser and, consequently, combustion, as the core of the
engine operation; indeed, the processes of fuel atomi-
sation, evaporation, mixing with the gas and combus-
tion greatly affect engine efficiency and emissions [1],
hence are extensively studied both by industry and aca-
demic/research institutes. A particular complexity of
the operation of modern engines, is the extreme temper-
ature/pressure range that the fuel undergoes from the
fuel piping, then through the injector and finally in the
combustion chamber/engine cylinder. Indicatively, for
modern Diesel engines, a pressure variation from more
than 2000bar (at common rail, note that modern systems
may even reach 3000bar) to effectively 0bar (cavitation
regions in the fuel injector) and a temperature varia-
tion from 363K (high pressure side of the fuel pump)
to more than 1000K (engine cylinder) are expected. At
such pressure/temperature ranges fuel properties cannot
be assumed constant. Indicatively, diesel density may
change by 14% over a range of 0-2000bar, at 363K;
for the same range viscosity can change over 200% [2].
Such variations have severe thermodynamic implications
in the behaviour of the fuel. In particular, the expan-

sion of the fuel as pressure drops induces cooling due
to the Joule-Thomson effect. On the other hand, the
immense shear stresses the fuel is subjected into, cause
strong heating. Previous works have identified the de-
pendence of induced heating or cooling on the fuel in-
jector discharge coefficient, which is a measure of the
efficiency of the fuel inejctor.
Additional complexities that take place along property
variation, involve phase change mechanisms, such as cav-
itation at sharp geometric features inside the injector or
evaporation and mixing with the oxidiser. Also, as the
downstream conditions of the injector may exceed the
critical point of the fuel/gas, departure from classical
atomisation may occur, giving its place to transcritical
mixing. Indeed, evidence exists that, at elevated pres-
sures and temperatures, surface tension effects diminish
and the fuel/gas mixing is dominated by diffusive mix-
ing [3]. It is notable, that the aforementioned effects
are not solely related to Diesel engines, as similar tran-
scritical operation is also relevant to gasoline engines
[4], high-pressure gas turbines [5] and rocket engines
[6]. The previous description of phenomena during fuel
injection provides a brief overview of the complexities
that necessitate the use of accurate real-fluid modelling,
as it is necessary to capture phase transitions, subcrit-
ical/transcritical/supercritical mixing and temperature
changes due to fuel expansion. Traditionally, models ca-
pable of describing such phenomena are cubic Equations
of State (EoS); a representative example is the Peng
Robinson EoS[7]. Despite their widespread use, cubic
EoS are known to suffer from deficiencies, as they com-
monly underpredict liquid density and overpredict speed
of sound (the interested reader is addressed to [8, 9]).
Improvements, aiming mainly to address the liquid den-
sity exist; e.g. the generalised Redlich-Kwong-Peng-
Robinson EoS[10], or volume translated methods[11],
however, inaccuracies or inconsistencies are still present.
On this aspect, there are more complex models, which
however require extensive calibration based on experi-
mental data (see e.g. [12]). An attractive alternative, is
the Perturbed Chain Statistical Associating Fluid The-
ory (or PC-SAFT) model, which has a higher accuracy
comparing to cubic EoS in predicting thermodynamic
and transport properties, both for pure components and
mixtures, requiring minimal input of just three molecu-
lar characteristics of the component to be modelled.
In the present work, the PC-SAFT model is used to pre-
dict properties of a hydrocarbon and nitrogen mixture,
aiming to replicate a well-known benchmark case in the
area of high pressure/high temperature fuel injection,
the Spray-A case from the Engine Combustion Network
(ECN). In the next sections, the mathematical and ther-
modynamic models are presented, followed by the geom-
etry of the Spray-A case and the case set-up. A detailed

ERCOFTAC Bulletin 124 47



comparison between the numerical simulations and the
experimental data is made, examining the mass fraction
and temperature distributions in the radial and axial di-
rection of the spray.

2 Mathematical model
The simulations are carried out by assuming a diffuse
interface approach, under a homogeneous mixture as-
sumption under mechanical and thermal equilibrium[13]
; all fluids involved share the same velocity, pressure and
temperature fields. Hence, the model consists of four
Partial Differential Equations, plus the thermodynamic
closure. It is highlighted that the term mixture is used
to denote multicomponent (multiple materials) mixture,
rather than multiple phases. The governing equations
are provided below:
-Mixture mass conservation equation:

∂ρ

∂t
+∇ · (ρu) = 0 (1)

where ρ is the mixture density and u is the velocity vector
field.
- Dodecane mass fraction, yC12, transport equation:

∂ρyC12
∂t

+∇ · (ρuyC12) = −∇ · J (2)

where J is the mass diffusion flux defined as:

J = −
(
ρDm + µt

Sct

)
∇yC12 −DT

∇T
T

(3)

Dm and DT are the mass and temperature diffusion co-
efficients respectively and Sct is the turbulent Schmidt
number, which plays an important role, as the simula-
tions are performed with a RANS turbulence model. The
value of turbulent Schmidt number used here is 0.5. The
diffusion coefficients are calculated using kinetic theory,
as:

Dm = 0.00188

[
T 3
(

1
MWC12

+ 1
MWN2

)]1/2

pσ2ΩD
(4)

were ΩD is the diffusion collision integral, which can
be found in tabulated form or analytic expressions (see
[14]) and is a function of T∗ = T

ε/kB
. The tempera-

ture diffusion coefficient is calculated based on the multi-
component approximation of [15]. Quadratic Upwind
Interpolation For Convective Kinematics (QUICK) has
been used for the transport equation of dodecane. The
parameters needed for calculating the diffusion coeffi-
cients are presented in Table (1) (from [16]). The values

Table 1: Kinetic theory parameters for the components
examined

σ(Å) ε/kB (K)
C16 8.89 764.03
C14 8.3 701.92
C12 7.58 622.51
N2 3.4 102.12

used for estimating T* and Dm are arithmetic and geo-
metric averages of the involved components, respectively.

- Mixture Momentum equation:

∂ρu
∂t

+∇ · (ρu⊗ u) = −∇p+∇ · τ (5)

where p stands for the pressure and τ corresponds to
the stress tensor τ = µeff[∇u + (∇u)T ] , with µeff the
sum of laminar, µ, and turbulent, µt, dynamic viscosity.
The momentum equation is resolved using a Second Or-
der Upwind [17] scheme, to minimise numerical diffusion,
while also maintaining stability.
- The mixture energy equation:

∂ρE

∂t
+∇ · (u(ρE + p)) = ∇ · (λeff∇T ) +∇ · (τ · u)

+∇ · (hJ) (6)

where E is the total energy, defined as internal energy
plus the kinetic energy, or E = h − p

ρ + 1
2 u2 where h

is the enthalpy, provided as a function of pressure and
temperature (see section of Thermodynamic Properties).
The total effective thermal conductivity, λeff, is equal to
the thermal conductivity, λ, being a function of thermo-
dynamic conditions p, T and composition, yC12, plus the
turbulent contribution, as follows:

λeff = λ+ cpµt
Prt

(7)

where cp is the heat capacity of the mixture and Prt
is the turbulent Prandtl number, assumed equal to 0.85,
based on the average value obtained from multiple exper-
iments using different materials [18]. The energy equa-
tion is discretized using a Second Order Upwind scheme
[17]. Turbulence is handled with the standard k-ε model,
its coefficients, in particular Schmidt number and Cε1,
tuned based on previous studies [19], to values of 0.5 and
1.52 respectively.

∂ρk

∂t
+∇ · (ρuk) = ∇ ·

[(
µ+ µt

σk

)
∇k
]

+Gk − ρε− Y M (8)

∂ρε

∂t
+∇ · (ρuε) = ∇ ·

[(
µ+ µt

σε

)
∇ε
]

+Cε1
ε

k
Gk − Cε2ρ

ε2

k
(9)

where Gk is the turbulence generation term and Y M is
the turbulence dilation term [20].

3 Thermodynamic model
Accurate modelling of fuel/gas properties is done using
the Perturbed Chain Statistical Associating Fluid The-
ory (PC-SAFT) EoS, which is a theoretically derived
model, based on perturbation theory, that splits the in-
termolecular potential energy of the fluid into a reference
term accounting for repulsive interactions and a pertur-
bation term accounting for attractive interactions. The
reference fluid is composed of spherical segments com-
prising a hard sphere fluid that then forms molecular
chains to create the hard-chain fluid. The attractive
interactions, perturbations to the reference system, are
accounted for with the dispersion term. Intermolecular
interaction terms accounting for segment self- or cross-
associations are ignored. Hence, each component is char-
acterized by three pure component parameters, which are
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a temperature-independent segment diameter, σ, a seg-
ment interaction energy, ε/k, and a number of segments
per molecule, m; detailed databases for these parameters
exist for non-associating fluids, such as hydrocarbons or
gases, see [21, 22].
The PC-SAFT model aims to construct an expression
for the residual Helhomtz energy ares, which is the sum
of a hard-chain term and a dispersion term; the de-
tailed expression of these terms is rather lengthy, hence
the interested reader is addressed to the original model
publication [21]. Once the residual Helmholtz energy is
obtained, all thermodynamic properties can be defined
as functions of that expression. The transport proper-
ties are estimated based on the residual entropy scaling
method, following Lötgering-Lin and Gross [23] for dy-
namic viscosity and Hopp and Gross [24] for thermal
conductivity.
Identification of Vapor Liquid Equilibrium (VLE) is done
through the the minimisation of the molar Helmholtz
Free energy, defined in terms of density, temperature and
composition.This optimization problem is solved via a
combination of the successive substitution iteration (SSI)
and the Newton minimization method with a two-step
line-search procedure, and the positive definiteness of
the Hessian is guaranteed by a modified Cholesky de-
composition. The algorithm consists of two stages: first,
the mixture is assumed to be in a single-phase state and
its stability is assessed via the minimization of the Tan-
gent Plane Distance (TPD) [25]. The stability is tested
by purposely dividing the homogeneous mixture in two
phases, one of them in an infinitesimal amount and called
’trial phase’. For any feasible two-phase mixture, if a de-
crease in the Helmholtz free energy is not achieved, then
the mixture is stable. In case the minimum of the TPD
is found to be negative, the mixture is considered un-
stable and a second stage of phase splitting takes place
consisting on the search for the global minimum of the
Helmholtz Free Energy. As a result, the pressure of the
fluid and the compositions of both the liquid and vapor
phases are calculated.
All the aforementioned process for calculating proper-
ties and identifying VLE is done as a precursor step of
the simulation, to construct a structured table, where
all properties are expressed in terms of the decimal log-
arithm of pressure (log10p), temperature and mass frac-
tion. The CFD solver uses this table and performs linear
interpolation to identify all thermodynamic properties
required during the simulation. In the present work, the
thermodynamic table had a resolution of 100 x 400 x
101 corresponding to log10p, T , y intervals, for a range
of p:[10Pa - 2500bar] x T :[280 - 2000K] x y:[0-1] re-
spectively. The structure of the table enables very fast
searching and reasonable accuracy in the property rep-
resentation; validation of the method is in the previous
work of the authors, see [26]. An indicative represne-
tation of the tabulated EoS used in terms of density is
shown in Figure (1).

4 Simulations
4.1 Case set-up
The Spray-A injector is a single hole, tapered (k-
factor=1.5) Bosch solenoid-activated injector, with nom-
inal orifice diameter dout∼90µm and orifice length of
1mm. The geometry of the Spray-A injector used is
based on the published geometry from the ECN web-
site. The simulations to be presented, are treated as 2D
axis-symmetric, using the published radial profile over

Figure 1: The dodecane(C12)- nitrogen phase diagram,
used for the CFD solver. Indicative slices are shown for
different C12 mass fractions: 0 (pure nitrogen), 0.25, 0.5,
0.75, 1.0 (pure dodecane). Coloring is according to the
mixture density

the injector axis [27]. Apart from the injector, the com-
putational domain is extended downstream 50mm in the
axial and 15mm in the radial directions (or by ∼56dout
and ∼17dout respectively), to include part of the spray
chamber over which measurements are available. The
computational mesh consists of 100k finite volumes, is
purely quadrilateral and is refined in the injector orifice
and near the exit of the injector, as shown in Figure (2);
the resolution inside the orifice is 2µm (resulting to a
maximum y+ of ∼50). Boundary conditions correspond
to the Spray-A case for injection pressure of 1500bar,
363K to stagnant nitrogen atmosphere at (a) 60bar and
900K and (b) 50bar and 1100K[28]. To emulate the nee-
dle motion, a mass flow profile is introduced upstream
the injector, based on the online tool from CMT-Motores
Térmicos [29]. Apart from the mass flow rate, tempera-
ture of the fuel is fixed at 363K and the composition to
pure dodecane. At the far-field, fixed pressure is imposed
equal to the chamber pressure downstream the injector.
Temperature and composition are imposed as zero gradi-
ent at farfield, unless backflow is found; in that case fixed
composition and temperature are imposed based on the
chamber conditions. Nozzle walls are considered as adi-
abatic, as the injector is kept at the same temperature
as the fuel.

4.2 Results
In Figure (3) the temporal evolution of the vapor pene-
tration of the dodecane jet is shown, for the two ambi-
ent conditions examined. Vapor penetration was iden-
tified by defining the isosurface of mass fraction equal
to 0.1%, following ECN guidelines, and calculating its
maximum axial coordinate for every time instant. As ex-
pected, penetration is faster at 1100K and 50bar, since
the ambient density is much lower (by ∼50%) at this
condition. The agreement with experimental results is
within the experimental uncertainty, hence is considered
satisfactory. Further to instantaneous vapor pentration,
the overal distribution of dodecane mass fraction down-
stream the injector is within good agreement with ex-
periments, as shown in Figure (4) for 900K/60bar and
in Figure (5) for 1100K/50bar. Apart from mass frac-
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Figure 2: Axis-symmetric geometry of the Spray-A in-
jector used, along with the downstream injection cham-
ber and computational mesh. Boundary conditions are
also shown: fixed mass flow, composition and tempera-
ture (fuel inlet, red), walls (green), fixed pressure outflow
(blue). The magnified insert corresponds to the dashed
region, showing the mesh inside the injector. X-axis is
the axis of symmetry

tion, a comparison of the axial temperature distribution
is shown in Figure (6); the agreement between numeri-
cal redictions and the temperature estimations from the
experiment are very close. Note that in the region of -2
to 2mm, there is temperature reduction, due to the de-
pressurization of the compressed liquid and mixing with
nitrogen.

Figure 3: Vapor penetration over time for two down-
stream conditions; (red) 900K and 60bar (22.8kg/m3),
(blue) 1100K and 50bar (15.2kg/m3). Symbols corre-
spond to experiments, continuous line to simulations

The predictive capability of the PC-SAFT model, is
demonstrated when comparing the vapor penetration
of different hydrocarbons. An example here is in
Figure (7), for dodecane, tetradecane and hexadecane,
all modeled with the same methodology. As shown, the
dodecane has slightly higher penetration rate over the
other examined hydrocarbons, of which tetradecane is
marginally faster than hexadecane. This is expected to
happen for two reasons; (1) dodecane density within
the injector ranges between 714 − 786kg/m3, whereas
for tetradecane 732 − 803kg/m3 and hexadecane
740 − 809kg/m3. Hence, the larger the density, the
lower the jet velocity, thus slightly slower penetration.
(2) for the three examined hydrocarbons, molecular
weight correlates with viscosity. Indeed, at the injector
outlet, dodecane viscosity is 0.654mPa.s, tetradecane is
0.795mPa.s and hexadecane is 1.016mPa.s, hence it is
expected that the higher the viscosity, the lower the jet
velocity due to viscous losses.

A further validation of the simulations is performed
by comparing the CFD solver states with the isobaric,
adiabatic mixing curves. For PC-SAFT mixing curves
are found directly by using the tabulated EoS, shown in

Figure 4: Radial distribution of dodecane mass fraction
at different positions from the injector, injection to ni-
trogen, 900K and 60bar

Figure (1), assuming the initial temperature of the two
components at the downstream pressure, calculating en-
thalpy, then by calculating all the intermediate mixing
states assuming isenthalpic mixing at constant pressure
(i.e. hmix = yC12hC12+yN2hN2 ) and finally inverting en-
thalpy to temperature; it serves as a representation of the
cooling due to fuel/gas mixing. Also it serves as a valida-
tion of the solver, as roughly the CFD states should fol-
low the of the mixing curve. As shown in Figure (8) the
CFD solver states (represented with red dots) follow the
trend of the adiabatic, isobaric PC-SAFT mixing curve
for both cases. Some scatter is observed, as the injec-
tor has been included in the orifice, hence the fuel is not
injected at a constant temperature; inded, fuel near the
center of the orifice is colder due to the Joule-Thomson
effect, whereas fuel near the orifice walls will be hotter,
due to viscous effects. This can be clearly demonstrated
from Figure (8), as the temperatures of the pure dode-
cane component range from ∼341K (which corresponds
to liquid core temperature; this is the lowest temperature
that can be achieved by isentropic expansion of dodecane
from 1500bar and 363K) to ∼476K near the walls. It is
also notable, that the lowest temperature (of ∼318K) is
achieved further downstream the injector orifice outlet,
due to dodecane mixing with nitrogen, for a dodecane
mass fraction of 99%.

5 Conclusions
In the present work, a numerical model is presented
for simulating the complex interaction of fuel mixing
with gas, for conditions relevant to modern ICEs. The
model is based on accurate thermodynamic modelling
using PC-SAFT, to provide properties of pure compo-
nents and their mixtures, over a wide range of condi-
tions, for which idealised simplifications are grossly in-
sufficient. The model predictions are accurate against
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Figure 5: Radial distribution of dodecane mass fraction
at different positions from the injector, injection to ni-
trogen, 1100K and 50bar

experiments, both in terms of instantaneous vapor pen-
etration and the average distributions of mass fractons
and temperature. In general, the further from the injec-
tor, the agreement becomes worse, though even at the
furthest distance examined, at 46mm, is within the ex-
perimental uncertainty. Probably this is related to the
inherent deficiencies of RANS turbulence models; LES
modelling would be expected to provide a much bet-
ter mass fraction distribution, without the modelling as-
sumptions of the k-ε model. The difference in compu-
tational cost between the present approach and an LES
study has to be stressed though; indicatively, the results
presented in this work are obtained using a regular work-
station within 10 hours for a single examined case, mak-
ing the method attractive for parametric investigations.
Furthemore, another attractive feature of the PC-SAFT
model is the possibility to investigate the mixing charac-
teristics of different hydrocarbons and even hydrocarbon
mixtures (fuel surrogates or real fuels) with relative ease
and minimum experimental calibration. This enables to
examine what-if scenarios, for different fuels, which will
be investigated in the future.
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Abstract
High-order lattice Boltzmann (LB) models with pseu-
dopotential interactions set a compelling case as a numer-
ical method for solving the dynamics of non-ideal fluid
mixtures. In this paper, purely fundamental study on
high-order LB pseudopotential model capability to simu-
late non-ideal fluid mixtures is presented. The capability
of this model for non-ideal fluids is firstly explored by
simulating a binary non-ideal fluid mixture undergoing
phase-change for both the case of miscible and immis-
cible components. To further explore the capabilities
of this method, the properties of a real refrigerant mix-
ture, namely R245fa and R134a, which exhibits zeotropic
behaviour, is considered. It is demonstrated that the
numerical model can reproduce the theoretical coexisting
densities of each component. Conclusions and perspective
on future avenues are provided.

1 Introduction
Multicomponent and multiphase fluid flows are of great
interest for a large scientific and industrial community.
For instance, waste energy recovery technologies, such
as Organic Rankine Cycles (ORC) for low-to-moderate
temperature heat sources [1] or supercritical CO2 for
solar-thermal applications [2], offer unique solutions as
compared to their conventional fluids (air or water) coun-
terparts by using non-ideal fluid mixtures (typically gas
phase) to extract more energy from a given heat source.
Using mixtures of real (non-ideal) fluids and tuning their
composition [3] will provide a new degree of freedom for
the design of adapted ORC systems [4, 5] that will allow
to get closer to the Carnot efficiency [6] by reducing the
temperature difference in the heat exchangers. However,
current waste energy recovery designs and simulations
are based mostly on the ideal-gas equations or adapted
equation of state, which can introduce inaccuracies in the
performance predictions (efficiency and power) of perfor-
mance. Current available data for both pure and mixtures
of non-ideal fluids are quite scarce and usually extrapo-
lated from current equations of state which typically have
an error of approximately 10% [7] and may be even more
inaccurate for many substances. Advanced look-up table
methods [8, 9] can overcome the approximation from the
equations of state and speed up the computations, but the
table generation still rely on accurate experimental or nu-
merical data. For accurate predictions of non-ideal fluid
flow behaviour, accurate thermodynamic models that are
able to include non-ideal effects are required [10]. The
lack of fundamental knowledge in the dynamics of non-
ideal fluid mixtures is a critical aspect of energy-efficient

technologies that underpin their development. Therefore,
there is a significant need for more research and anal-
ysis of the thermal properties and phase diagram/data
of these non-ideal fluids and mixtures. Due to strongly
out-of-equilibrium phenomena these flows involve com-
plex dynamics, a challenging case for both numerical and
theoretical analysis which motivates numerical tools to
be revisited, extended, and/or further developed.
The Lattice Boltzmann (LB) method is one such nu-

merical tool which has far reaching potential to simulate
non-ideal fluid mixtures due to its numerical accuracy
and easily parallel algorithm allowing for highly efficient
computations. The LB method, in general, has already
seen tremendous success in a broad range of applications
involving computational fluid dynamics[11, 12], including
multicomponent and multiphase flows (see, e.g., [13] for
a complete review). The flexibility of the source term
in the LB method allows for various complex fluids to
be simulated efficiently [14]. For instance, in the LB
method, multiple components (φ = A, B) can be sim-
ulated, each with its own discrete distribution function
(fφα : φ = A,B),

fφα (x+ ξα, t+ ∆t) = fφα (x, t)− Ωφα(x, t) + ∆tSφα(x, t),
(1)

where components are then coupled via the source term
(Sφα) and the collision operator (Ωφα) to ensure mass and
momentum conservation of the entire system. The density
and momentum of each φ-component is defined from the
first two moments of fφα , i.e., simple summations, by

ρφ =
∑
α

fφα , and ρφuφ =
∑
α

fφαξα + ∆t
2 F

φ, (2)

respectively. It is emphasized that, {wα, ξα : α =
0, . . . ,Q} is a predefined constant set for a given lat-
tice structure and (x, ξα) ∈ ZD. As such, the general
algorithm [Eq. (1) and Eq. (2)] allow for highly efficient
and scalable computations. In addition, the continuous
streaming fφα (x+ ξα, t+ ∆t) ensures that advection is
exact (i.e., zero-numerical-diffusion) [15], which is, in
particular, important for simulating chaotic mixing of
fluids. Non-ideal forces (F φ) are then introduced via an
extension. While there exists various approaches, notably
the free energy model [16] and colour-gradient model [17],
the pseudopotential model [18] is, arguably, the most pop-
ular multi-component/phase model for the LB method
[11, 12, 14]. The LB method with the pseudopotential in-
teraction model provides a unique picture of interactions
in fluids by mimicking intermolecular force interactions
discretely on the lattice set {w̃α, ξα}, specifically self-
interactions (Gφφ, ψφ : φ = A,B) and cross-interactions
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(GAB , ΨA, and ΨB), i.e.,

F φ(x) = −ψφ(x)Gφφ
∑
α

w̃αψ
φ(x+ ξα)ξα

−Ψφ(x)Gφϕ
∑
α

w̃αΨϕ(x+ ξα)ξα,
(3)

where superscript ‘ϕ’ denote any other component ϕ 6= φ
and symmetry require Gφϕ = Gϕφ. Due to the discrete
lattice construction, the spatial accuracy of Eq. (3) con-
form to the isotropy gradients (rotational invariance) of
the lattice set {w̃α, ξα}.

Despite the success of the LB method, most studies use
the ‘standard’ models, e.g., the popular two-dimensional
nine-velocity lattice model known as Q9, which suffer
from non-Galilean invariance and does not recover the
momentum dynamics at the Navier-Stokes level [19, 20].
In addition, pseudopotentials [Eq. (3)] directly on the Q9
lattice is plagued by spurious currents due to low-order
of isotropy. High-order LB models are available which
conform to higher-order-isotropy gradients, are Galilean
invariant, and are required to recover the full thermal
Navier-Stokes equations [19]. The incentive of high-order
LB models is that they do not suffer from the same in-
trinsic limitations of ‘standard’ models in exchange for
increased computational cost due their larger lattice set.
However, the increase in computational cost, fortunately,
scales linearly with Q-number of velocities in the lattice
set, and, on that note, scalable parallel computations
remain an inherent feature of the LB method. This is
important for current and future computational archi-
tectures, in particular graphical processing units (GPU).
Since pseudopotential interactions [Eq. (3)] conform to
the isotropy gradients of the lattice set, its application
on high-order LB models is clearly an advantage. In
addition, the extended range can allow for interactions at
specific Brillouin zones to be set (e.g., the Q9 only cover
the first Brillouin zone), which has seen success in the
study of complex fluids, such as soft flowing crystals [21].
These qualities of high-order LB and the pseudopoten-
tial interaction extension, collectively, make a compelling
case as a numerical tool for studying the dynamics of
non-ideal fluid mixtures. Recently, the application of
high-order LB with pseudopotential, including both self
and cross-interaction, has been addressed [22, 23], making
its application for non-ideal fluids mixtures a possibility.
While the LB method, in general, has been applied to
study non-ideal fluids, to the best of the authors knowl-
edge, the study of non-ideal zeotropic mixtures has not
been previously attempted with the LB method.

This paper aims to explore the capabilities of the high-
order multi-component LB approach [22, 23] to model
non-ideal binary fluid mixtures, including its capability to
simulate zeotropic mixtures. While the present research is
mostly fundamental, the method proposed can potentially
contribute to providing a deeper understanding of the
behaviour of non-ideal fluid mixtures for ORC systems
and establishing the foundations to advance numerical
practices in renewable power systems.
The paper is organised as follows. In section 2, the

high-order LB method with all possible interactions and
its application to simulating non-ideal fluids is reviewed
briefly. In section 3, numerical experiments are conducted
to explore the capabilities of the method for non-ideal
fluid mixtures. Summary and future perspectives are
provided in section 4.

2 The method: high-order LB
with non-ideal interactions

The high-order LB pseudopotential model from our previ-
ous work [22, 23] is used to simulate, in two-dimensions,
a binary zeotropic mixture by considering a binary mix-
ture where the local x total mixture density is defined
as ρ(x) =

∑
φ ρ

φ(x), where φ = A,B. In addition to
Eq. (1)–Eq. (3), the source term Sφα is coupled with the
Ωφα via, e.g.,

Ωφα(x) =(τφ)−1
{
fφα (x) + ∆t

2 Sφα
[
feq,φα (x),F φ(x)

]
− feq,φα

[
To, wα, ξα, ρ

φ(x),u(x)
] }
,

(4)

where the equilibrium distribution function feq,φα and
Sφα are evaluated with the common mixture velocity,
u = [

∑S
φ ρ

φuφ(τφ)−1]/[
∑S
φ ρ

φ(τφ)−1]. The LB kine-
matic viscosity of each φ-component νφ = c2

s(τφ − 1
2 ),

where τφ is the φ-component relaxation and cs is sound
speed, which is equivalently proportional to the reference
temperature To = c2

s of the lattice structure, i.e., specific
to the lattice c2

s =
∑
α wα(ξα,i)2. The lattice structure

has to satisfy the constraints, wα ∈ R>0 and
∑
α wα = 1.

In this work, the two-dimensional (2D) 49-discrete veloc-
ity lattice structure (Q49) is used, which is constructed on
the basis of covering zero-one-two-three (ZOTT) Brillouin
zones and recovers up to eight-order-isotropy gradients
[22, 24]. This lattice structure with a fourth-order ex-
panded feqα yields a high-order LB model that is Galilean
invariant and fully compressible. All parameters and
variables are dimensionless. More specifically, these are
in ‘dimensionless lattice units’, scaled relatively by the
real kinematic viscosity, i.e., νreal = ν × dx2dt−1, where
dx and dt are the real physical change in length (e.g.,
grid spacing dx = L/nx) and change time, respectively.
The consequent bulk static pressure, i.e., equation of

state (EOS), due to the discrete interactions [Eq. (3)] us-
ing Taylor expansion series up to second-order [22] can be
shown to have the continuum approximation (truncated
to second-order isotropy gradients), i.e.,

Pφo (x) = Tρφ(x) + C2
Gφφ

2
[
ψφ(x)

]2
+C2
Gφϕ

2
[
Ψφ(x)×Ψϕ(x)

]
,

(5)

where T ≡ To = c2
s, the term ‘Tρ’ is identified as the

ideal pressure contribution and all other terms are the
non-ideal contributions. Note that, the exact discrete
form of these non-ideal contributions can be obtained
from solving

∑
Pint · dA = −

∑
x F [25] where dA is

some infinitesimal area element in x (see, [22] for details).
The coefficient C(n), is the nth-order isotropy coefficient
of the lattice structure for which the discrete interactions
[Eq. (3)] are computed on, e.g., C2I =

∑
α w̃αξα ⊗ ξα,

where I is the identity tensor. The cross-interactions
terms (Gφϕ, ΨA and ΨB) in Eq. (5) are absent in the
bulk liquid phase of any φ-component for the case C > 1,
since ΨA ×ΨB ≈ 0.

The self-interactions can be viewed as the intra-particle
attractions where the strength Gφφ is understood to repre-
sent the normalized inverse temperature [26], i.e., ‘ ε

kBT
’,

where kBT is the thermal energy and ε is the energy
scale. Hence, sufficiently large ‘energy’ will induce phase
change. It is convenient to define this critical point for
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phase change by a critical self-interaction strength (Gφφcrit),
which is obtained for each φ-component by solving Eq. (5)
for dPφo/dρφ = 0. Furthermore, the validity of this repre-
sentation’s consistency with thermodynamic theory de-
pends on the form of the self-interaction pseudopotential
(ψ) [25, 27, 28, 22]. The theoretical coexisting liquid (ρφl )
and gas (ρφg ) phase densities are obtained from solving
the Maxwell construction (note, in two-dimensions, the
specific volume V φ ∝ 1/ρφ)∫ ρφ

l

ρφg

Pφc − Pφo
(
ρφ,Gφφ

)
dV φ

≡
∫ ρφ

l

ρφg

[
Pφc − Pφo

(
ρφ,Gφφ

) ] 1
(ρφ)2 dρφ = 0,

(6)

directly for a given problem; Pφc (constant), ρA, ρB , GAA,
and GBB . To satisfy mechanical equilibrium on the lattice,
the integral over the two phases has the constraint (see,
[27] for full details)∫ ρφ

l

ρφg

[
Pφc − Pφo

(
ρφ,Gφφ

) ]dψφ

dρφ
1

(ψφ)1+ε dρφ = 0, (7)

where ε is the coefficient in the potential ψ and is defined
by [22, 27]

ε = 6C4 − 2C2

6C4 + C2
, (8)

with the interaction pressure tensor truncated to fourth-
order-isotropy gradients (fourth-order Taylor expansion
series), hence dependencies on C4 and C2. For Eq. (7)
to conform with the Maxwell construction [Eq. (6)] re-
quire dψφ

dρφ
1

(ψφ)1+ε = 1
(ρφ)2 and, hence, thermodynamic

consistency depends on the form of ψ. For a standard
lattice (accurate up to fourth-order-isotropy), such as the
popular Q9 lattice, ε = 0 and can satisfy thermodynamic
consistency [i.e., Eq. (6)] by ψφ = e−1/ρφ [25]. For any
high-order lattice structure (which are generally accurate
up to, at least, sixth-order-isotropy) ε > 0 and satisfies
Eq. (6) with the potential proposed by [27]

ψφ =
(

ρφ

ε+ γερφ

)1/ε

. (9)

In Eq. (9), to avoid mass-collapse in the limit ρφ → ∞
an asymptotic limit of self-interactions is guaranteed
with γ. This limit is commonly set to unity with γ = 1/ε
for which Eq. (9) then takes the simplified form [27],
ψφ =

(
ρφ/(ε+ ρφ)

)1/ε, where it is also interesting to
note that as ε→ 0, ψφ ≈ e−1/ρφ .

The cross-interactions control mutual diffusivity
(DAB = DBA) between components A and B, whose
strength can be conveniently set via GAB = GAB

crit × C,
where the constant C > 1 (DAB > 0) or C < 1 (DAB < 0)
allows for components to be immiscible or miscible, re-
spectively. More specifically, DAB is obtained from the
solution in [23], where it can be shown that the critical
limit (i.e., when DAB = 0) for the mutual interaction
strength (GAB

crit) defined by,

GAB
crit =

[
c2
s(cA + cB)

+ C2
(
cAGBBψBψ′B + cBGAAψAψ′A

)]
C2 (cAΨBΨ′A + cBΨAΨ′B) ,

(10)

where superscript ‘′’ denote derivatives with respect to
ρ, i.e., ψ′ = dψ/dρ and Ψ′ = dΨ/dρ, and c = cA + cB is
the total concentration.
For the binary non-ideal fluid mixtures considered in

this work, in the miscible case (DAB < 0) the surface
tension between the two-components σAB ≈ 0, whereas
in the immiscible case (DAB > 0) σAB > 0. In two-
phase flows, in both of these cases, each component will
induce phase-change and, as such, each φ-component
will have a phase-interface tension σφ > 0. The surface
tension is obtained from the Bakker forumla, i.e., the
integral of mismatch been the normal PN and tangential
PT components of the total momentum flux tensor across
the interface [29] (e.g., with respect to the x-axis) σφ =∫
ρφg ,ρ

φ
l

(
PφN − PφT

)
dx and σAB =

∫
ρA,ρB

(
PN − PT

)
dx,

where P =
∑
φ Pφ. To obtain the surface tension for high-

order lattices at the discrete level or, at the more practical
continuum limit, solutions are available from [22]. It is
noted that, in addition to self-interactions and cross-
interactions, additional interactions can be included with
Eq. (3), such as fluid-structure-interactions to incorporate
hydrophobic, hydrophilic, or neutral boundaries [23, 30].

3 Numerical Experiments and
Discussion

To demonstrate the capability of high-order LB pseu-
dopotential model to simulate a non-ideal fluid mixtures
thermodynamic theory is used directly. More specifi-
cally, the theoretical coexisting densities ρφl and ρφg of
each φ-component are obtained from solving the Maxwell
construction Eq. (6) directly for a given problem; Pφc (con-
stant), ρA, ρB , GAA, and GBB . The coexisting densities
(ρAl , ρAg , ρBl , and ρBg ) are then compared directly with the
equilibrium densities obtained in the numerical simula-
tions. Studies conducted in the present work are in a fully
periodic two-dimensional (2D) domain x = (1 : L, 1 : L)
on a symmetric grid (∆x = ∆y = 1).
First, a binary non-ideal mixture undergoing phase

change is simulated. For the example here, a two-phase
binary non-ideal fluid mixture is considered with a basic
requirement that at constant To = c2

s = 0.3675, coexist-
ing densities ρAl 6= ρBl and ρAg 6= ρBg . This should also
hold for both the case where the binary components are
miscible and immiscible, which will be tested here. The
two components are initially in a mixed state, distributed
randomly over a L2 = 1002 grid with approximately
equal volume V A ≈ V B , where ρφ = [max,min] is set to
ρφ = [3, 0.06], (ρA + ρB) = [3.75, 0.81] and total spatial
average 〈ρ〉 = 2.28. It is ensured that the two components
are distinctively different fluids by setting νA/νB = 7/11
(τA/τB = 3/4) and set self-interaction strengths by
Gφφ/Gφφcrit > 1 where their corresponding theoretical co-
existing densities (ρφl ,ρφg ) are predicted from Eq. (6). For
component-A, GAA/GAAcrit = 1.075 is set which results in
coexisting densities ρAl = 1.5847 and ρAg = 0.5965. For
component-B, GBB/GBBcrit = 1.2375 is set which results in
coexisting densities ρBl = 2.3 and ρBg = 0.4107. Cross-
interactions are set via GAB = GAB

crit ×C with the critical
strength obtained from Eq. (10). For the miscible case
C = 0.5 and for the immiscible case C = 1.2.

The numerical simulations for both cases are presented
in Figure (1), where in addition to the total density, the
density field of each ρA and ρB is provided to clearly show
the composition of components. The simulated miscible
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densities ratios in Fig. 1(a) are ρAl = 1.6045, ρAg = 0.5875
ρBl = 2.3069, and ρBg = 0.4138. For the immiscible case
in Fig. 1(b), the simulated densities ratios are ρAl = 1.628,
ρAg = 0.5492, ρBl = 2.3214, and ρBg = 0.4058. Notice that,
the upper limit in [1(a)] is equal to max[ρAl (x) + ρBl (x)],
whereas in [1(b)] its equal to max[ρAg (x) + ρBl (x)]. To be
clear, the gas phase of A (ρAg ) and the liquid phase of B
(ρBl ) can coexist in the same space x since, in this case for
C = 1.2, only the liquid phase of A and B are immiscible
(DAB > 0). This essentially demonstrates that non-ideal
fluid mixture can be simulated, where some of the basic
features of a two-phase binary non-ideal fluid mixture is
shown.

(a) Miscible (b) Immiscible

Figure 1: The equilibrium density field of a binary (a)
miscible and (b) immiscible non-ideal mixture undergo-
ing phase change. (Top row) The total mixture density
ρ(x) =

∑
φ ρ

φ(x). The normalised gray-scale density
contour for (middle row) ρA and (bottom row) ρB are
shown to allow for the composition of components to be
distinguished

It turns out that with current conditions in the present
numerical model, both components are forced to have
the same critical limit Gφφcrit for phase change, despite
the present model’s ability to control various parameters
of each φ-component individually, e.g., νφ and interac-
tions strengths GAA 6= GBB. Thus, the simulations in
Figure (1) behave currently like an azeotropic mixture.

The following will discuss the cause of this limitation and
potential solutions. Since in the present model To = c2

s

has to be fixed in feq,φα , the ideal part in the EOS [Eq. (5)]
has a fixed T = To. While it is possible to set a specific To
with the Q49 lattice, it has to remain the same for both
components A and B, due to the lattice construction.
The exclusion volume effect is then completely depen-
dent on the self-interaction potential ψ. For this reason,
the limitation to azeotropic behaviour is due to fixed
asymptotic limit of ψφ [Eq. (9)] for both components
A and B. One possible solution to this limitation is to
reconstruct the equilibrium collision process [Eq. (4), in
particular feq,φα ] with T as proposed by [31], which allows
for exclusion-volume effect to be incorporated into the
ideal part of Eq. (5). This approach has already been
successfully applied to single component multiphase flows
with the standard Q9 LB model [28, 27]. Its application
for multicomponent flows with high-order LB models has
yet to be demonstrated. Another solution, which is pre-
sented here, is to set an asymptotic limit of ψφ [Eq. (9)]
specific to each φ-component, because in doing so will
allow for thermodynamic consistency to be retained. In
addition, provided that thermodynamic consistency is
indeed retained, such an approach is non-intrusive, which
is desirable as it can easily be extended/combined with,
for example, the proposed approach by [31] to reconstruct
feq,φα with T . To this aim, solving for the limit of Eq. (9)
yields

lim
ρφ→∞

ψφ(ρφ) =
(

1
γφε

)1/ε
:= ψ̄φ,

and with this can define ψφ[γφ, ρφ(x)] to have some arbi-
trary asymptotic limit ψ̄φ with

γφ = (ψ̄φ)−ε

ε
, (11)

where indeed for a saturation limit of one (ψ̄φ = 1),
γφ = 1/ε.
We consider a case of a real zeotropic mixture for

an ORC cycle and the ratios in its properties. Here,
a mixture of refrigerant fluids R245fa and R134a [3]
with equal molar concentration is considered (mass frac-
tions 0.568 and 0.432, respectively), which will be re-
ferred to as component-A and component-B, respec-
tively. According to the CoolProp database [32], at a
pressure of 106 Pa this mixture will have the follow-
ing ratios: viscosity ratio νA/νB = 1.167, phase ratios
(ρAl /ρAg = 20.26 and ρBl /ρ

B
g = 23.35), and component

density ratio (ρAl /ρBl = 0.987 and ρAg /ρBg = 1.138). The
equivalent phase and component density ratios are set
by solving for the Maxwell construction [Eq. (6)] di-
rectly for a range of Gφφ/Gφφcrit > 1 and varying ψ̄φ

[Eq. (11)], and thus may differ slightly from those in
the database. It was found that Gφφ allows for phase
density ratios (ρφl /ρφg ) to be controlled while ψ̄φ allowed
for the control of the component density ratios (ρA/ρB).
The predicted theoretical ratios are, for phase ratios
(ρAl /ρAg = 20.214 and ρBl /ρBg = 23.349) and component
density ratios (ρAl /ρBl = 0.987 and ρAg /ρBg = 1.14), where
GAA/GBB = 0.9037 and ψ̄A/ψ̄B = 1.0529.
Simulations are then conducted to confirm these pre-

dicted values. The viscosity ratio and mass fraction
are set directly as input parameters in initial conditions.
Components are set as miscible (DAB << 0) mixture
and initially occupy the same space. A small density
perturbation is introduced initially to induce phase sepa-
ration and diffusion process. The results are presented
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in Figure (2), where the equilibrium densities of both
components from the simulated binary mixture are com-
pared directly against the theoretical [Eq. (6)]. Clearly,
the numerical simulation is in agreement with the the-
oretical. More specifically, the percentage error of the
simulated equilibrium densities compared to the theoret-
ical are: For component-A, errors in ρAl and ρAg phase
are 0.013% and −0.173%, respectively. For component-
B, errors in ρBl and ρBg phase are 0.444% and 0.474%,
respectively. The simulated component density ratios
are ρAl /ρBl = 0.983 (−0.405% error) and ρAg /ρBg = 1.133
(−0.5% error). These results collectively confirm that
with the present method it is clearly possible to simulate
non-ideal fluid mixtures and, with Eq. (11), the basic
features of a zeotropic mixture.

Figure 2: Coexisting densities ρφ for a binary miscible
mixture φ = A,B as a function of the effective normalized
inverse temperature Gφφ. Note, system temperature is
fixed To = c2

s. Equilibrium coexisting densities from the
simulations are shown for (�) component-A at 1/|GAA| =
0.0593 and (◦) component-B at 1/|GBB | = 0.0536. The
theoretical prediction (green solid-line) are obtained di-
rectly from the Maxwell construction Eq. (6)

It is noted that there are some limitations of the present
model, which the fact the exclusion volume effect is en-
tirely dependent on Eq. (8), which presently does not offer
much flexibility, limiting its application. Since the present
approach is non-intrusive, there are various avenues to
further extended the model, without spoiling thermody-
namic consistency. Most notably, extensions include the
approach, discussed earlier, by [31] and the other is to
utilize the extended interaction range of the high-order
lattice structure, known as multi-range pseudopotential
[33]. For instance, with the former, by reconstructing feqα
with T , allows for the exclusion volume effect to not be
completely dependent on ψ, which can allow for Eq. (5)
to be reformulated to incorporate known EOS, e.g., Van
der Waals as demonstrated in [31]. For the latter, multi-
range pseudopotential approach allows for interactions
at specific Brillouin zones to be set, e.g., can allow for
short-range repulsion and long-range attraction to be
incorporated discretely on the lattice. This approach, as
noted in the introduction, has allowed for various complex
fluid systems to be studied [12].

4 Summary and Conclusions
This paper explored the capabilities of a high-order LB
pseudopotential approach to model non-ideal fluid mix-
tures, including its ability to simulate zeotropic behaviour.
It was found that the model was initially limited to
azeotropic behaviour. By setting the potential of self-
interactions for each component to different asymptotic
limits allowed for obtaining the basic features of a non-
ideal zeotropic mixture while satisfying thermodynamic
consistency. The non-intrusiveness of the present model
opens possibilities for future extensions. Furthermore, to
investigate the accuracy and stability of high-order LB
pseudopotential methods for non-ideal fluid mixture flows,
the one-dimensional shocktube test of a non-ideal binary
mixture should be considered in future work. While
the present work is predominantly fundamental, the high-
order LB proposed can potentially contribute to providing
a deeper understanding of the dynamics of non-ideal fluid
mixtures in applications, such as for ORC systems.
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Abstract
The experimental characterization of non-ideal com-
pressible flows of vapours at thermodynamic conditions
close to the saturation curve and the critical point raised
considerable interest in the last decade, in both industry
and scientific community. The main motivation was the
need to validate the tools employed for the design and the
analysis of components implementing such flows, which
are typically turbomachines, valves, nozzles, diffusers,
and pipelines. These tools are based on Computational
Fluid Dynamic (CFD) codes specifically conceived for
non-ideal flows, whose assessment demands for accurate
experimental data, featuring a spatial resolution compa-
rable with the one achievable through numerical simu-
lations. Industrial plants are unsuited to this objective,
due to their intrinsic limitation in accessibility for in-
struments, availability, and operational flexibility, which
are typically required by experiments. This brought re-
searchers to design and implement test rigs dedicated to
detailed fluid dynamic investigation of non-ideal vapour
flows. The facilities existing worldwide for investigation
of non-ideal compressible vapour flows are reviewed here.
Their configuration and main features are discussed, to-
gether with their capabilities in terms of testable flows.
Finally, illustrative results obtained up to date are shown
for each facility.

1 Introduction
Compressible vapour flows occurring in the vicinity of
the vapour saturation curve and of the critical point,
thus exhibiting significant deviation from the ideal gas
behaviour, are relevant for several applications, for in-
stance in the oil and gas industry, in the chemical sector,
and more importantly in the energy field. Such flows
are found in valves, nozzles, diffusers, and especially in
turbomachines, such as heat pump compressors and ex-
panders of organic Rankine cycles (ORCs) systems.
Since the early 2000s, specific tools were devised for

the design and analysis of components implementing
non-ideal flows [1, 2, 3]. Based on Computational Fluid
Dynamic (CFD) codes and embedding highly accurate
equations of states [4, 5, 6], such tools are currently
at an advanced state of development and are relatively
widespread for both research and manufacturing pur-
poses, but validation against experimental data is still
scarce [7]. Indeed, measurement of vapour flow prop-
erties at highly non-ideal conditions is often challenged
by a hostile working environment, characterized by high

temperature, relatively high pressure and potential fluid
condensation.

The accuracy assessment of design tools calls for reli-
able experimental data typically including the total pres-
sure PT and temperature TT , the static pressure P , the
velocity vector V and possibly the Mach number M .
Such quantities are related via the fluid thermodynamics.
A high spatial resolution of measurements is desirable to
resemble the one provided by CFD simulations; there-
fore, a relatively fine grid of measuring points is to be
accessed by instrumentation, possibly through travers-
ing systems. In this respect, optical measurements can
be used to deliver a comprehensive view of the flow field
[8].

Performing detailed flow measurements within exist-
ing industrial plants requires substantial modifications
to guarantee accessibility for instrumentation currently
available for non-ideal flows. Furthermore, frequent
adjustments are usually needed, interfering with plant
availability. Also, operating conditions are dictated by
the production process, often conflicting with those pre-
scribed by test campaigns. Due to such limitations, ex-
periments cannot be satisfactorily designed to be carried
out within actual plants and researchers moved to the
implementation of test rigs dedicated to detailed fluid
dynamic investigation of non-ideal vapour flows.

Current test rigs consist in closed loop tunnels, where
a test section, specifically designed to make the flow do-
main easily accessible for the instrumentation, is fed with
the fluid under scrutiny. The investigated process is in-
cluded within a thermodynamic cycle implemented by
the facility in order to attain the desired test conditions.
Working fluids adopted belong to different classes, fea-
turing low and high molecular complexity. If molecularly
complex and high molecular mass compounds are em-
ployed, non-ideal behaviour can be so strong to involve
unconventional flow phenomena such as the increase of
speed of sound along isentropic expansions [9].

This paper reviews the facilities currently operat-
ing worldwide for investigating non-ideal compressible
vapour flows. For each test rig the concept, the main
features, the capabilities in terms of feasible tests and
illustrative results are presented.

The manuscript is organised as follows. Section 2
discusses the facility concepts, while in section 3 and
4 existing rigs are presented, gathered into batch and
continuous-operating ones, respectively. Finally, conclu-
sions are drawn in section 5.
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2 Facility concepts
2.1 Fluid selection and test section
The key of the facility conception lies in the choice of
the set of fluids to be tested and in the definition of
the test section. Flexibility is valuable, therefore rigs
are commonly designed to operate with different working
fluids and test sections feature adjustable geometry.
Fluid categories of interest include hydrocarbons,

halocarbons, siloxanes, ketones, carbon dioxide. The
limiting operating pressure Pmax is generally identified
by high critical pressure PC fluids (halocarbons, CO2),
while high critical temperature TC compounds (hydro-
carbons or siloxanes) dictate the maximum operating
temperature Tmax. Safety issues exclude toxic molecules
from laboratory tests; flammable fluids, largely em-
ployed in the industrial, are instead considered, provid-
ing ATEX regulations are fulfilled.
A major impact of fluid properties on the facility de-

sign is given by the high vapour density typical of non-
ideal vapour states (∼ 101 to ∼ 102 kg/m3). Combined
with the transonic to supersonic velocity of highly com-
pressible flows, this entails a considerable mass flow rate,
possibly resulting in a power (either thermal or mechani-
cal) requirements even for relatively small cross-sectional
area. The test section design is therefore targeted to a
compromise among strength of non-ideal effects, achiev-
able Mach number, and cross-sectional area.
The test section is the core of the facility, where the

tested flow develops and measurements are performed.
A primary distinction can be conveniently made between
test sections hosting fixed components or implementing
rotating machines. Unconventional turbomachinery flow
investigation is of relevance, since they cover a wide range
of applications. However, due to the relatively small size
of low power rigs, only non-intrusive measurement tech-
niques can be applied.
Channel-type test sections, other than simplicity,

present the indubitable advantage of exhibiting limited
passage area, but still compatible with intrusive instru-
mentation and low blockage effects. Moreover, multiple
geometrical configurations are of simple implementation.
Most importantly, paradigmatic non-ideal flows, lying at
the basis of operation of different components, can be
attained. For turbomachines, variable area ducts or few-
passage blade cascades can be employed to resemble the
flow field fundamentals within blade channels. Also, if
the passage is used as a wind tunnel, the flow over flat
plates, aerodynamic profiles, and bluff bodies can be in-
vestigated [10]. As a consequence, most of the existing
facilities are channel-fitted ones.

2.2 Thermodynamic cycle
A gas cycle or a phase transition cycle can be adopted
to feed the test section with the vapour flow, either at
subcritical or supercitical states. Figure (1) compares
two exemplifying cycles employed to test an isentropic
expansion of siloxane vapour MDM (octamethyltrisilox-
ane, C8H24O2Si3).
The main advantage of the gas cycle is a reduced input

thermal power required, which is only needed to bring
the system to the proper temperature level. The re-
jected thermal power is also limited and benefits from the
high temperature difference available for heat exchange.
The main disadvantage lies in the compressor operation,
which requires a considerable power (∼ 102 kW) and typ-
ically feature poor flexibility, for both working fluids and

Figure 1: Gas cycle (left) and regenerative phase tran-
sition cycle (right) implemented to attaiN isentropic ex-
pansion 6−→7 of siloxane vapour MDM. T is the temper-
ature, s and h are the mass specific entropy and enthalpy

operating conditions. Also, bearing operation and seal-
ing can conflict with the need of avoiding fluid contami-
nation. Reducing the maximum Mach number and non-
ideality level mitigates the power request, as well as flow
diffusion after expansion, while increasing the complex-
ity of operation, especially for supersonic flows.

Phase transition cycles dramatically reduce the power
required for compression and increase flexibility due to
the easy implementation of variable flow rate machines.
Cavitation issues must be managed by providing proper
head or liquid cooling. The main drawback of two-
phase cycles is the considerable thermal power required
to evaporate the fluid (∼ 102 to 103 kW in existing rigs),
which suggests the adoption of regeneration, if possible.
Rejected thermal power is of the same order of mag-
nitude, but the process is simplified by favourable heat
exchange coefficients and temperature differences and by
no risk of thermal degradation.

2.3 Operational mode

The operational mode of the test-rig cycle can be either
continuous or batch.

Advantages of continuous cycles are flow steadiness,
no limits in test duration, and a precise control of the
operating conditions. The main disadvantage is the high
power requirements, either thermal or mechanical. Also,
regulation capabilities can possibly limit the range of
thermodynamic conditions that can be tested.

Batch-operating solutions, implemented to limit the
installed power, exploit long-lasting storage of the vapour
at test conditions. Vapour compression is usually not
feasible, since a high temperature storage is required in
addition to a volumetric compressor. Thus, batch sys-
tems typically implement phase transition cycles. To
reduce the power requirements, the heating/cooling pro-
cesses occurs at a time scale that is orders of magni-
tude larger than the test one. Other benefits of batch-
operating systems are the simplicity of operation and
of test set up and, more importantly, the possibility of
exploring in a single run, a broad range of thermody-
namic states, from highly non-ideal to perfect gas ones,
following the emptying of the batch volume. The main
drawbacks are the limited test duration and the process
unsteadiness, which can be strongly limited by a prop-
erly high ratio between stored mass and test mass flow
rate. Furthermore, available instruments for fluid dy-
namic measurements feature frequency response suitable
to capture steady pictures of moderately unsteady flows.
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3 Batch-operating facilities
3.1 The Test Rig for Organic VApours –

TROVA
The Test Rig for Organic VApours (TROVA) is a blow-
down facility implementing a discontinuous phase tran-
sition cycle and a channel-like test section. The facil-
ity was conceived and designed [11, 12, 13] to study
non-ideal vapour flows of a large variety of fluids, typ-
ically molecularly complex organic compounds. Max-
imum operating pressure and temperature are 50 bar
and of 400 ◦C. A blowdown rig allows to test geometries
with relatively large cross-sectional area, minimizing the
blockage effect of instrument insertion and keeping at the
same time limited input thermal power. Passage areas
up to 10−3 m2 and flow rate up to 10 kg/s at choked con-
ditions can be obtained, with a heating power installed of
50 kW, which would be of MW-scale in case of continu-
ous operation. Due to batch operation, the time scales of
loop processes are different; several hours for heat supply,
few seconds to several minutes for tests, approximately
one hour for heat rejection. As anticipated in section
2.3, the batch operation mode offers the opportunity of
investigating, in a single test run, flows spanning from
highly non-ideal to perfect gas states, which is highly
valuable to highlight non-ideal flow effects [14].

Figure 2: Simplified schematic of the Test Rig for Or-
ganic VApours (TROVA) at the CREA Laboratory of
Politecnico di Milano

A description of the TROVA and of its operation is
given below referring to Figure (2). Complete details
can be found in [13, 11]. Within a high pressure ves-
sel (HPV) of 1m3 volume, the fluid under scrutiny is
isochorically brought to saturated, superheated or su-
percritical vapour state, at the specific pressure P4 and
temperature T4 required by the test. An accurate mass
charge (∼102 kg) guarantees the achievement of the de-
sired thermodynamic state, while low power density elec-
trical heaters are used to prevent local temperature peaks
which can possibly lead to fluid decomposition. The
opening of the valves V3 and MCV, trigger the exper-
iment start and the vapour discharge to the test section
as HPV empties. Total conditions PT6, TT6 at the in-
let as well as the whole flow field within the test section
are time-dependent, but a sequence of steady flow con-
figurations are captured due to the extremely high ratio
between characteristic time of HPV emptying and nozzle
flow and the use of instrumentation with appropriately
high frequency response. This include pressure probes
and taps for total and static pressure, miniaturized
thermocouples for total temperature, schlieren imaging
for density gradient, Mach number measurements, and
shock/fans characterization (see [10]), and Laser Doppler

Velocimetry (LDV) for direct velocity measurements.
The test section is a modular planar channel, where noz-
zles/diffusers, aerodynamic/bluff bodies, flat plates, tur-
bomachine blade cascades can be mounted. The test sec-
tion dimension is compatible with intrusive instrument
insertion, while a frontal quartz windows guarantees a
wide optical access. A large volume (5.6m3) low pres-
sure vessel LPV collects the vapour exiting the nozzle
guaranteeing a test duration above ∼ 10 s for all fluids
and operating conditions. De-superheating and conden-
sation are attained through a shell-mounted oil loop cou-
pled with a cooling tower circuit via a 300 kW oil/water
plate heat exchanger. An adjustable flow rate membrane
pump closes the loop with condensate compression to
HPV.

Figure 3: Schlieren visualization of non-ideal flow of
siloxane MDM around a supersonic aerodynamic profile
mounted on the TROVA test section. Oblique shocks
and fan structures are highlighted as well as Mach lines
in isentropic regions, from which Mach number measure-
ment can be obtained, see [10, 15]

The TROVA allows to study fundamentals of non-
ideal flows. This is for instance the case of non-ideal
nozzle expansions documented for the first time in refer-
ences [14, 16] for a molecularly complex vapour (MDM).
Flow regimes range from subsonic to highly supersonic
flows and the test section is typically choked, due to
the high HPV-to-LPV pressure ratio (∼103 to ∼101).
In a wind tunnel mode, non-ideal flows around aero-
dynamic profiles, bluff bodies, and flat plates can be
tested, including Mach number measurements and non-
ideal shock/fans characterization in case of supersonic
flows, see Figure (3) and [15].

Experiments on such paradigmatic flows, allowed to
assess the accuracy of CFD models employed for non-
ideal flow simulations [7]. The TROVA test section can
be also equipped with calibration nozzles for non-ideal
pressure probe calibration, an activity currently under-
way on the facility. Moreover, small turbomachinery
blade rows will be implemented inthe near future to char-
acterize, up to high supersonic velocities, the aerody-
namics of turbine or compressor operating in non-ideal
regime.

Finally, as an illustrative result, the outcome of a
recent experimental campaign [17] carried out to ob-
tain, for the first time, direct velocity measurements
in non-ideal compressible flow is presented. Tests were
performed on a two-dimensional nozzle flow of siloxane
vapour MM (hexamethyldisiloxane, C6H18OSi2), in a
uniform region at nominal Mach numberM = 0.7. Here,
measurements were taken at three locations on the nozzle
axis, labelled from 9 to 11 in the flow direction. At point
9 and 11 static pressure P9 and P11 are acquired, while at
point 10 the velocity vector is measured through a two-
components LDV system using titanium dioxide seeding
particles. As expected, due to nozzle symmetry, a purely
axial velocity is obtained. Measurements were completed
with acquisition of total temperature TT and pressure
PT upstream of the nozzle. The velocity V10 was also
extracted from two-dimensional CFD viscous simulation
and, being the flow at the axis adiabatic and isentropic,
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calculated from total conditions and static pressure P9
and P11 through a state-of-the-art thermodynamic model
for MM [6]. For decreasing levels of non-ideality, marked
by decreasing total pressure, figure Figure (4) reports the
comparison among flow directly measured, simulated and
calculated velocity. A good accordance is found, since
deviation is below 3%, thus confirming the accuracy of
both CFD and thermodynamic model [6] employed.

Figure 4: Axial flow velocity measured at variable
total pressure PT at the axis of a subsonic nozzle
at nominal Mach number M = 0.7. Directly mea-
sured velocity V10,Measured is compared with those
inferred by pressure and temperature measurements
V9,Calculated, V11,Calculated and extracted from CFD sim-
ulation V10,CFD

3.2 The Imperial College Dense Gas
Blowdown Facility

The Imperial College Dense Gas Blowdown Facility has
been manifested through the requirement to validate
Computational Fluid Dynamics (CFD) for highly non-
ideal flows, achieved through a set of canonical test cases.
The facility is derived fromMORCEA: Mobile Organic

Rankine Cycle Powersystem with Electrified Ancillaries
for reduced parasitics, a 3-year Innovate UK project fo-
cusing on the development of a highly efficient diesel-
electric powertrain, utilising an organic Rankine cycle
to recover exhaust waste heat. To facilitate this, the
Imperial blowdown facility is designed for the study of
expansions within the 5-30 kW power range [18] [19].
Assuming a 20 kW equivalent expansion power and

10% cycle efficiency, continuous operation would require
200 kW of heat input, considered unsuitable within lim-
ited lab space constraints. The choice of batch operation
therefore allows the facility to occupy a modest footprint
of approximately 4x2 m, standing 2.5 m in height.
A block schematic of the blowdown facility key com-

ponents is shown in Figure (5). Working fluid is stored in
three 60 L reservoir tanks, minimising long-term leakage
to atmosphere.
Upon initiating a test, a diaphragm metering pump

is activated, capable of delivering flow to the blowdown
vessel at up to 69 bar and ensuring no contamination due
to lubricant ingress. A 5 kW heater is placed downstream
of the pump, consisting of 306L stainless steel piping cast
into an aluminium block. Such a design ensures no direct
contact with heating elements and reduces the likelihood
of working fluid thermal degradation.

Figure 5: Block schematic of the Imperial College blow-
down facility

Once the blowdown vessel (a hemispherically-ended
3.785 L pressure vessel) is filled, the pump is disengaged
and the blowdown test is commenced - two ball valves
upstream of the test section are activated, opening the
high-pressure flow path. Two further pressure-regulating
valves are placed either side of the working section, al-
lowing effective pressure ratio to be set.

Downstream of the test section, flow enters a brazed-
plate condenser, linked to lab process water - this returns
the working fluid to a liquid state, which can then be re-
pumped to the reservoir for storage or further blowdown
tests.

Figure 6: Plan view of the de Laval nozzle section, with
centreline pressure tapping (TS) locations marked. The
flow is from left to right

Initial validation has been conducted on the de Laval
nozzle geometry shown in the 3D model in Figure (6),
designed through a Method of Characteristics code mod-
ified to incorporate real-gas effects. The nozzle was de-
signed for the next-generation refrigerant R1233zd(E),
producing a M = 2 flow at the exit plane in the design
condition. Measurement was achieved through a series
of pressure tappings along the nozzle centreline.

Three nozzle expansions (A,B,C) are shown in Fig-
ure (7), across a range of inlet conditions. In each case
pressure and temperature were measured up- and down-
stream of the working section and used directly as bound-
ary conditions for 3D RANS simulations. Alongside
R1233zd(E), nitrogen (N2) was chosen as an ideal-gas
baseline. CFD was conducted with multiple equations
of state to assess prediction accuracy with increasing
model fidelity. Maximum disagreements between simu-
lation and experiment for pressure ratio prediction were
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Figure 7: Three R1233zd(E) expansions overlaid onto a
map of compressibility factor, Z = P/ρRT , where ρ is
the density and R the specific gas constant. Greyed area
denotes the two-phase region

found to be 5.65% & 9.59% for N2 and R1233zd(E), re-
spectively. This indicates an overprediction of real-gas
expander power by existing computational methods [18]
[19].
Subsequent work now focuses on the construction of a

linear blade cascade, incorporating suction/pressure side
tappings and Schlieren density gradient imaging [20] -
this runs alongside development of a real-gas Direct Nu-
merical Simulation (DNS) code for detailed flow analysis
and improvement of real-gas RANS simulations.

4 Continuous-operating facilities
4.1 The Organic Rankine Cycle Hybrid

Integrated Device – ORCHID
The ORCHID facility features a single closed loop Bal-
ance of Plant (BoP) designed to integrate two different
test sections, which can be alternatively fed with working
fluid and operated, thus making the setup hybrid. The
first test section consists of a De Laval nozzle with op-
tical access to perform fundamental experiments aimed
at verifying the Non-Ideal Compressible Fluid Dynam-
ics (NICFD) theoretical fundamentals and at validating
the related fluid dynamic and thermodynamic numeri-
cal models. The second test section is a test-bench for
mini-ORC expanders up to a power output of 80 kW.
The closed loop configuration of the setup was chosen to
avoid limitations on the testing time of the turbine and
nozzle, and to reproduce the operating conditions of a
real-world ORC system, while possibly attaining all the
thermodynamic conditions of potential interest, i.e., op-
erating the setup in the liquid-vapour, subcritical, and
supercritical regimes.
Figure (8) reports an isometric view of the CAD as-

sembly of the ORCHID as-built, where the main compo-
nents of the facility are itemized and labeled. Only the
nozzle test section is shown in the figure, as the turbine
test bench is still under design and its construction and
commissioning are envisaged for the first quarter of 2022.
The working fluid is extracted from the condensate

tank (item 4 in Figure (8)) by a booster pump (item 3)
and then is supplied to the evaporator (item 7) by the
primary pump (item 2), a positive displacement pump

Figure 8: CAD assembly of the ORCHID without the
supporting structure

with a rated power of 15 kW. The pump is of the mem-
brane type and can operate with a mass flow rate be-
tween 10 to 136 l/min by means of a frequency drive.
The adoption of a positive displacement pump allows for
a seamless regulation of the flow in the working fluid loop
and a larger flow operating range. These features are cru-
cial for the facility at hand, given the different operating
conditions envisaged for the nozzle experiments and the
turbine test bench, as well as the need to guarantee sta-
ble inlet conditions during testing. The booster pump
is, instead, of the centrifugal type and it is adopted to
ensure enough suction head upstream of the main pump,
due to the high NPSH that this requires. Before enter-
ing the evaporator, the working fluid is preheated in the
regenerator (item 6) by recovering the thermal energy of
the superheated vapour discharged by the test sections.
This results in a reduction of the thermal input required
to achieve the operating conditions requested for the ex-
periments. The vapour leaving the regenerator is then
condensed and subcooled by a few degrees in a water-
cooled condenser. The regenerator and the evaporator
are shell & plate heat exchangers, while the condenser is
of the plate type. Shell & plate heat exchangers feature
compactness similar to that of plate heat exchangers but
are more resistant to thermal stresses, which allows for
a swift warm-up of the working fluid loop. For the con-
denser, a plate heat exchanger was preferred in order to
ease the periodic cleaning of the heat transfer surface,
as the plates of this kind of heat exchangers, differently
from those of the plate & shell type, can be removed and
visually inspected.

The thermal power source of the facility is an electric
oil heater which can supply up to 400 kW to the working
fluid. The adoption of an electric heater allows for an
easy modulation of the thermal input to the evaporator,
as well as of the vapour temperature at the inlet of the
test sections, as the oil temperature can be smoothly
varied from 350 K to the maximum allowed operating
temperature. This limit is equal to 673 K for Therminol
VP1, the synthetic oil chosen for the heating loop of the
set-up.

The maximum operating temperature in the test sec-
tions is, however, limited by the thermal stability limit
of the working fluid under testing. As the compound
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currently in use in the ORCHID is the siloxane MM,
the maximum temperature in the experiments cannot
exceed approximately 573 K [21]. The maximum oper-
ating pressure is 25 bar. This value has been determined
by the need of limiting the investment costs of the facil-
ity. Another constraint on the maximum temperature of
the working fluid loop may be imposed by ATEX direc-
tive. Given the characteristics of MM, it is not necessary
to apply a more stringent operating constraint than that
required for the thermal stability of the fluid, provided
that any vapour leakage from the test rig is rapidly dis-
persed to a low and safe concentration. To ensure these
conditions, the part of the facility where MM is circu-
lated is surrounded by a cabinet equipped with a dedi-
cated ventilation system that runs at a constant flow rate
when the ORCHID is put into operation, thus guaran-
teeing a continuous provision of fresh air to the cabinet.
The limitation on the maximum operating temperature
of the set-up may change if another working fluid is used
in place of MM. In any case, this cannot exceed the ther-
mal stability limit of the oil of the electric heater.
The first experimental campaigns in the nozzle test

section focused on characterizing the expansion process
of MM by measuring the pressure evolution along the
expansion process through a series of pressure taps, and
by reconstructing the Mach field by means of a schlieren
setup. Figure (9) shows an exemplary schlieren image,
which allows for visualizing the Mach waves or lines asso-
ciated with the expansion of the working fluid. The an-
gle that the Mach waves form with respect to the nozzle
midline is proportional to the flow Mach number. This
information can be extracted from the schlieren images
and used in combination with the measured values of the
pressure distribution along the nozzle to assess the ad-
equacy of the fluid equation of state model adopted in
CFD tools for the fluid-dynamic design of ORC turbines.

Figure 9: A schlieren photograph highlighting the Mach
lines in the dense vapour flow of MM in the diverging
portion of the nozzle

4.2 The Closed Loop Organic vapour
Wind Tunnel – CLOWT

The closed-loop organic vapour wind tunnel (CLOWT)
follows, as it suggests, the concept of a closed loop wind
tunnel (GÃűttinger-type). In contrast to conventional
wind tunnels for air, this facility was primary designed
for operation with organic vapours and equipped with an
electrical heating system. The main reasons to select this
configuration was to provide high subsonic to transonic
organic vapour flows at low levels of turbulence, Tu, and
steady state conditions enabling long stable test dura-
tions (theoretically unlimited).

Figure 10: Left: CAD model of CLOWT with its main
components (1-7). Right: Photograph of the modular
high-speed test section

CLOWT has been designed in accordance with pres-
sure vessel design guidelines in order to work at high
pressure and temperature levels. The thermodynamic
cycle takes place in the superheated region (gas-cycle),
whereby the average density of the wind tunnel flow do-
main is set by the amount of fluid prior to operation
(inventory forward-control approach). Figure (10) illus-
trates CLOWT with its main components: (1) a ra-
dial compressor with a cartridge multiple dynamic lip
seal system and rotational speed control, (2) a finned
heat exchanger which is necessary to close the thermo-
dynamic cycle and to ensure a stable operation, (3) a
settling chamber with flow straighteners and screens, (4)
a moderate first contraction zone, (5) a main test sec-
tion unit, and a return including (6) a throttle valve
and (7) an averaging Pitot probe to determine the ac-
tual mass flow rate. Individually designed high-speed
test sections including a second contraction zone and a
diffuser can be placed in the main test section unit, see
Figure (10). This includes also a standard test section
with a three-dimensional nozzle providing a cross-section
change from round to rectangular contraction (DN250 to
50mm × 100mm), resulting in an overall contraction ra-
tio of about 38. A detailed description on CLOWTâĂŹs
main components and the first operational experiences
can be found in [22, 23, 24, 25].

CLOWT has been primary planned for operation with
NovecTM 649, a harmless perfluorinated ketone, but also
air can be investigated for comparing real and ideal
gas behavior. The pressure working area ranges from
0 - 0.6MPa at a maximum temperature level of 423K
(150 ◦C). Individual test section configurations or even
annular cascades can be placed into the relatively large
main test section unit (DN250; length 2.5m) manufac-
tured as pressure vessel. Furthermore, based on the
stringent laminar wind tunnel design (low Tu) and the
continuous running mode (stable conditions), CLOWT
offers a solid base for fundamental testing on dedicated
measurement techniques in organic vapour flows, e.g.
hot-wire anemometry (HWA) or Pitot and multi-hole
probe calibration. CLOWT has been mainly designed
for fundamental research and aerodynamic investigations
including flow through turbine cascades. Based on the
compressor performance, the test rig permits high sub-
sonic up to transonic flow regimes in the actual high-
speed test section.

Illustrative results obtained on the CLOWT on tur-
bulence research are presented in the followings. The
high-speed test section was equipped with a constant-
temperature-anemometry (CTA) system to assess the
applicability of HWA in high subsonic organic vapour
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Figure 11: Autocorrelation for NovecTM 649 and air at
different Mach numbers

flows. A static calibration procedure with NovecTM 649,
based on a laminar heat transfer correlation, led to de-
viations less than 1%. Turbulent quantities were de-
termined for several Mach number levels. The CTA
data was independently checked with a classical turbu-
lence sphere after the first contraction. Without any
flow straighteners and screens, the basic value of Tu was
1.5%, and due to the second contraction, it dropped to
about 0.5%. A slight increase of Tu with Mach number
was observed. A spectral analysis was applied and au-
tocorrelations f

(
r
λ

)
, with r as streamwise distance and

λ as turbulent micro length scale, were obtained for air
and for NovecTM 649 at different Mach numbers (see
Figure (11)). A good agreement with theoretical mod-
els proposed by Loisianskii and Birkhoff for (incompress-
ible) isotropic turbulence was found [26]. This result is
a strong indication that the well-established turbulence
models might be also applicable for modeling high sub-
sonic turbulent real gas flows. Based on f

(
r
λ

)
the tur-

bulent micro length scale λ and the integral length scale
Λ were calculated. At very low Mach number the value
of λ

Dh
≈ 0.07, with Dh as hydraulic diameter of the high

speed test section, agreed well with observations for in-
compressible pipe and duct flows.

5 Conclusions
Four experimental facilities are currently in operation
worldwide aiming at characterizing highly non-ideal
compressible vapour flows. Though implementing dif-
ferent thermodynamic cycles, operational modes, work-
ing fluids, limiting operating conditions, and test section
types, they all share the objective of providing experi-
mental data, still scarcely available, on non-ideal flows.
The main purpose is the accuracy assessment of com-
putational tools employed to model such flows. There-
fore, experimental activities in these novel rigs focused on
paradigmatic compressible flows such as adiabatic nozzle
expansions or Mach/shock/expansion wave study. How-
ever, test rig capabilities allow to perform test on more
complex configurations as, for instance, turbomachine
blade cascades. To this aim, the reviewed facilities are
also currently in use to calibrate instruments, such as
pressure probes and hot wires, which are crucial to in-
vestigate challenging flow patterns. The presented rigs
feature common ground and complement one another,
to address the lack of detailed experimental characteri-
zation of non-ideal compressible flows.
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Abstract
Optical based techniques are commonly employed in
many technical and scientific fields, and those able to give
qualitative and/or quantitative results about density and
velocity fields are valuable tools to investigate compress-
ible flows. In recent years a strong interest has emerged
about non-ideal compressible flows also due to their rele-
vance for variety of applications where such flows are en-
countered, including for example wind tunnels for aero-
dynamic testing and turbomachinery. Moreover, such
flows theoretically show peculiar behaviour with respect
to their ideal counterpart giving rise for example the pos-
sibility of rarefaction shocks to occur.

Actually very few examples of application of opti-
cal diagnostic techniques along with measured data are
reported in the literature about non-ideal compress-
ible flows. This work aim to present a brief sum-
mary of available optical techniques that are applied
within the TROVA (Test Rig for Organic VApors) fa-
cility at the CREA laboratory of Politecnico di Mi-
lano. The TROVA test rig is designed to operate with
siloxane, a family of silicon oil of particular interest for
high temperature Organic Rankine Cycle (ORC) appli-
cations. MDM (Octamethyltrisiloxane-C8H24O2Si3) or
either MM (Hexamethyldisiloxane-C6H18OSi2) are cur-
rently used as a working fluid. To investigate such kind of
flows innovative Schlieren and LDV techniques have been
developed, tested and applied on the TROVA blow-down
wind tunnel. The paper aims to provide a description of
the measurement set-up used at CREA laboratory by
considering also constraints and issues in their applica-
tion and design. To support the conclusions, exemplary
results achieved so far are reported.

1 Introduction
The interest towards non-ideal fluid dynamics has grown
in recent years due to their relevance to industrial ap-
plications. Here, the term non-ideal is used to indicate
the occurrence of peculiar flow behaviour because of de-
parture from dilute, ideal-gas thermodynamics. It is in-
teresting to observe that such kind of flows can theoret-
ically show unusual phenomena; for example, in the so
called non-classical regimes rarefaction shocks are phys-
ically admissible [1] [2]. More details about the theoreti-
cal analysis of so called non-classical regime can be found
for example in [2, 1, 3, 4].

Optical techniques such as Schlieren and Laser
Doppler Velocimetry (LDV) are a valuable tools to inves-
tigate compressible-fluid flows thanks to their ability to
provide information about density gradients and flow ve-
locities. Nevertheless, to the authors knowledge, exam-
ple of their application to fluid flows featuring non-ideal

behaviour close to liquid-vapour saturation and critical
point, or within the supercritical region are still lacking.

The TROVA facility is a blow-down wind tunnel pur-
posely designed to investigated non-ideal compressible-
fluid flows by using, but not limited to, Schlieren and
Laser Doppler Velocimetry (LDV) techniques. This pa-
per offers a brief description on how those techniques
have been successfully implemented, and it briefly anal-
yses some constrains and issues for their application. Re-
sults achieved so far are reported.

2 The TROVA Wind Tunnel

The TROVA facility currently uses MDM (Octamethyl-
trisiloxane, C8H24O2Si3) and MM (Hexamethyldisilox-
ane, C6H18OSi2) as working fluids. A detailed descrip-
tion of the TROVA test rig can be found in [5, 6, 7, 8, 9,
10, 11].

The TROVA wind tunnel has a 2D test section
whose geometry can be easily changed. Straight and
convergent-divergent channels are among available ge-
ometries. Convergent-divergent supersonic nozzles are
designed according to a standard method of characteris-
tics modified for dense gases [12]. A thick quartz window,
installed on the channel side-wall, provides easy optical
access for Laser Doppler Velocimetry and Schlieren tech-
nique, 2.1. It also allows for the Background Oriented
Schlieren technique [13] to be implemented. A mirror-
polished stainless steel plate is installed on the opposite
side of the channel, and it hosts several equally spaced
pressure taps for pressure measurements, see 2.1.

With reference to Figure (1), the wind tunnel operates
as follows: the fluid stored in the closed high pressure
vessel, is heated up to super-heated or supercritical con-
ditions. By opening the Main Control Valve, the fluid
is driven by the pressure gradient to flow through the
systems down to the test section. Here, the channel ge-
ometry and the pressure difference between the inlet and
outlet sections rule the flow expansion. The total pres-
sure PT and total temperature TT are measured in the
still chamber, element 6 in Figure (1), just ahead of the
test section. The fluid discharged by the test section
is collected into an ambient temperature and low pres-
sure vessel (element 9 in Figure (1)) where it condenses.
As the test proceeds the pressure difference between the
high pressure and the low pressure vessels decreases un-
til no pressure gradient exists in the system and the flow
stops. As discussed in [5, 6] a steady flow within the
nozzle can be assumed at any time during the test. The
duration of a single run depends on several factors (pres-
sure and temperature of the test, geometry of the test
section etc.). In most of the investigated cases, test time
is of the order of few minutes.
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Figure 1: Sketch of the TROVA blow-down wind tunnel

2.1 Schlieren technique
Since the optical access is restricted to one side of the
channel, a double-pass Schlieren system is used, Fig-
ure (3). The diverging light beam from the light source
is collimated by a bi-convex lens (L1, focal length f1 =
1000 mm, diameter d1 = 150 mm) and it enters at 90◦

with respect to the channel axis, Figure (3). Light rays
deflected by density gradients in the fluid flow are re-
flected back by the mirror-polished rear plate 2.1. The
reflected rays suffer a further deflection when crossing
the fluid flow for the second time, then they focus at
the knife edge by means of lens L1 (which now acts as
the Schlieren head), after a 90◦ deflection operated by a
cube beam splitter, Figure (3). The Schlieren image is
formed onto the sensor of a high-speed CMOS camera by

Figure 2: Cut view of the test section, stainless plate and
the front quartz window for optical access are highlighted

a second lens (L2, f2 = 75 mm, diameter d2 = 52 mm).
The knife edge is oriented in the vertical direction so to
visualize horizontal density gradients (i.e. those directed
along the nozzle axis).

Either a blue led (OSRAM Ostar LEBQ9WN, domi-
nant λ = 460 mm, emitting surface 0.9 × 0.9 mm2) or
a 100 W Hg arc-lamp have been used as a light sources.
The LED light has proven to be a more versatile and
stable light source than the Hg arc-lamp. Moreover, the
LED can be pulsed and over-driven to improve light out-
put. The mercury lamp also suffers from short terms
and long terms light power fluctuations, it needs fans for
cooling and it requires a warm up time of at least 1 h, so
currently we use the LED as the preferred light source
in Schlieren visualization.

To limit the cost of the mirror-polished rear plate, its
quality is lower than that of common Schlieren mirrors.
Nevertheless it is enough to ensure no significant dis-
turbances in the Schlieren images. The polished surface
gets dirty quite quickly, so its has to be cleaned every
few tests if good contrast and sharpness in the Schlieren
images are sought. Usually some drops of liquid work-
ing fluid or isopropyl alcohol are effective cleaning fluids,
sometimes more strong solvents (such as acetone for ex-
ample) are also employed, optical paper or a low lint
optical tissue are used to wipe off the liquid. The same
procedure is also used to clean the quartz windows.

The reflectivity of the stainless steel plate is somehow
affected by the siloxane vapour, after few test the mirror
surface assumes a slightly dark aspect, while the amount
of light it reflects back to the Schlieren head decreases.
This light reduction is compensated by increasing the
light output of the lamp or either by increasing the ex-
posure time when a continuous light source is used.

Schlieren images of siloxane flows can evidence mea-
suring range issue as documented in [10, 14]. This prob-
lem arise in regions of strong density gradients (for ex-
ample at the nozzle throat), where the light refraction is
enough to deflect light onto some system aperture stop.
Consequently, zone that should appear as a bright re-
gion can be totally or partially replaced by dark ones.
An analysis of this issue was performed in [14] and more
details can be found there. It is interesting to note the
same issue is also described in [15] for Schlieren images
of supersonic air flows.

2.1.1 Schlieren image analysis and results

Schlieren images easily provide qualitative data, never-
theless they can also provide quantitative data about lo-
cal Mach number, M , and instantaneous slope of shock
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Figure 3: Sketch of the optical bench used for Schlieren
visualizations, taken from [14]

waves. To this aim, an image analysis technique has been
developed at CREA Laboratory to automatically detect
straight flow structures such as oblique shock waves and
simple waves in steady two-dimensional supersonic flows.
The identification algorithm is based on the Hough trans-
form, and it provides the slope, µ, of the straight flow
structure. The Mach line slope with respect to the flow
direction is directly linked to the Mach number, namely,
M = 1/sinµ. The detection of Mach lines allows a direct
measurement of the local Mach number without involv-
ing any thermodynamic model in the calculation, if the
direction of the velocity is known. A detailed descrip-
tion of the algorithm is reported in [16] and results can
be found in [10, 11, 9, 16, 8].
As an example, a Schlieren image taken from [9] is

shown in Figure (4). The Schlieren image refers to MDM
vapors flowing in the diverging portion of a convergent-
divergent supersonic nozzle. The Mach lines identified
by the identification algorithm are superimposed on the
same image as green segments. For this case total condi-
tions are PT = 9.2 bar and TT = 268 ◦C, while the flow
is in the non-ideal regime being the compressibility fac-
tor ZT = 0.63. The bottom part of Figure (4) shows the
evolution of the Mach numbers along the nozzle axis,
where green full symbols corresponds to Mach number
computed from the Mach lines slope. CFD results (full
green line), and Mach numbers (black empty symbols)
computed from measured pressure and total conditions,
i.e.PT and TT, are also reported on the same graph. The
coherence of the three data sets is remarkable. Further
details and comments can be found in [10, 11, 9, 16, 8].

2.2 Laser Doppler Velocimetry (LDV)
technique

Laser Doppler Velocimetry (LDV) is a well established
experimental technique used to investigate a wide range
of complex flows and fluid-dynamic phenomena in trans-
parent media, i.e. combustion flows, sprays, compress-
ible flows, turbulent flows, coherent structures etc. A
comprehensive review on principles, data analysis and
practical implementation of the LDV technique can be
found in [17]. To the authors knowledge, the present ones
are the first LDV velocity measurements in a non-ideal
supersonic flow of vapours. The aim of this section is to
give an overview of the experimental set-up and of the
methodologies used for LDV measurements.

2.2.1 Selection of the seeding material

The LDV technique requires the use of seeding particles
dispersed in the flow, a proper choice of the seeding par-

Figure 4: Schlieren image (top) and Mach numbers ex-
tracted from Mach lines (bottom), taken from [9]

ticles is of paramount importance to get accurate fluid
velocity measurements [17].

First, the seeding material has to be chemically com-
patible with the fluid under investigation. Chemical
modification induced by the seeding particles can alter
the thermo-fluid dynamic behaviour of the fluid, jeop-
ardizing the possibility to correctly understand the ex-
perimental outcome. Moreover even for chemically com-
patible seeding materials, a high melting temperature
solid seeding has the advantages to be much less prone
to evaporate than a liquid one, so it could be a preferred
choice at flow temperatures above the ambient one. For
example, in our tests, and depending on the operating
conditions, the siloxane vapour expands in the TROVA
nozzle starting from total pressure and total temperature
of the order of about 9 bar and 250 ◦C, respectively.
The basic requirement of any tracer is to faithfully fol-

low the flow velocity. This requires the response time of
the particle, τp, to be much smaller than the character-
istic time of the flow τf , i.e. the particle Stokes number
needs to be St = τp/τf � 1 [17, 18]. For ideal seeding
particles the particle to fluid density ratio, ζ = ρp/ρf , is
equal to 1, thus they instantaneously and perfectly ad-
justs their velocity to that of the flow and no velocity slip
exists between the particles and the flow [17, 18]. Unfor-
tunately, such ideal situation can hardly be realized, thus
a trade-off is required between small particle diameters,
for fast response to velocity fluctuations, and large par-
ticle diameter, for a high signal-to-noise ratio (SNR) of
the scattered light signal. The latter also increases with
the ratio of the refractive indexes of the seeding parti-
cle np to that of the fluid, nf thus high refractive index
materials should be preferred as seeding.

Finally, the flow temperatures in excess of 200 °C re-
stricted our choices to the solid materials shown in Ta-
ble (1), which are commonly used as seeding in LDV and
PIV measurements [19, 17]. By taking all the constrains
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Table 1: Physical properties of seeding materials
Material Refractive Density Melting Point

index kg/m3 ◦C
TiO2 2.6 − 2.9 3900 − 4200 1840
Al2O3 1.79 3960 2015
SiO2 1.45 2200 1710
SiC 2.6 3200 2700

Figure 5: Sketch of the seeding system

into account, TiO2 resulted to be the most suitable mate-
rial. The other materials have a much lower refractive in-
dex (SiO2 and Al2O3), or being very hard can scratch the
quartz windows more easily (SiC). Nanosized TiO2 pow-
der, with clusters diameter in the range 150 − 250 nm,
satisfies the constraint on Stokes number (St � 1). The
analysis on the dynamic response of nanosized TiO2 par-
ticles is reported in [20, 21].

2.2.2 Seeding system

To inject the seeding we resort to the use of a liquid sus-
pension of TiO2 powder, where the liquid is the same
fluid used in the wind tunnel. The TiO2 powder is dried
in a oven at T > 100 ◦C for at least one hour before
being dispersed in the liquid, to avoid moisture contami-
nation. The liquid suspension is put in a tank, 2.2.2, and
pressurized with nitrogen at about 9 bar above the max-
imum stagnation pressure of the test. As shown in 2.2.2,
two vertical axis blade impellers actuated by an elec-
trical motor are located inside the tank. The impellers
rotation creates an intense flow re-circulation preventing
the seeding to settle down and keeping the liquid suspen-
sion homogeneous. The impeller stirring device performs
much better than the mixing nozzle used in our previous
design [20]. When the test starts, the valve VS3 in 2.2.2
is opened and the liquid suspension is forced by pressure
to the atomizing nozzle located in the section ahead of
the nozzle inlet, see Figure (1) and 2.2.2. A full cone
nozzle atomizer is used. Since the surrounding fluid is
in super-heated vapour (or supercritical) conditions, the
spray evaporates leaving the solid particles free to fol-
low the flow. The sketch of the seeding system layout is
shown 2.2.2.

The mass of powder required for the liquid suspension
is estimated by considering the need to have no more
than one particles in the LDV measurement volume. By
imposing a probability of 0.5% that two or more par-
ticles are in the measurement volume at the same time,
the maximum particle concentration, np, in the measure-

Figure 6: LDV head and tests section

ment volume, Vm, is computed as [17]

np = 0.1
Vm

; (1)

Using Eq. (1), the local particle flow rate is Np =
0.1V̇f/Vm, where V̇f is the volumetric flow rate at the
measurement section. Eventually, the required mass of
seeding mp is computed as mp = 4

3πd
3
pρp

0.1
Vm
V̇f ∆t where

∆t is the total measurement time. Actually not all
the seeding particles reach the measurements location,
thus the optimum values of mp needs to be found from
empirical observation of data rate and signal quality.
The amount of liquid needed for the suspension depends
on the atomizing nozzle and on pressure drop imposed
across it, thus it has to be adjusted according to the
set-up and the operating conditions. In any case, it is
recommended to keep its quantity as small as possible so
to minimize any influence the liquid spray can have on
flow conditions.

2.2.3 LDV system
To avoid the burden of using a separate receiving op-
tics, which would pose significant alignment issues, the
LDV system operates in the back-scatter mode. The
LDV uses two Diode Pumped Solid State (DPSS) lasers,
each having a maximum output power of 1 W. The lasers
wavelength are λ = 513.9 nm and λ = 489.5 nm. Both
laser beams have a diameter of about dlb = 1 mm. The
latters are input to a Dantec Fiberflow transmission sys-
tem, where a Bragg cell acts as a beam splitter and as a
40 MHz frequency shifter. Fiber-optic transmits the two
frequency-shifted couples of laser beams from the Fiber-
flow to the LDV head. The light scattered by the particle
is collectd by the LDV head and sent to the photo mul-
tiplier via a fiber-optic.

The LDV head, Figure (6), is composed by a beam ex-
pander (expander ratio of about 1.87) and a frontal lens
of focal length f = 310 mm and about 80 mm diameter.
Each couple of laser beams intersect with a semi-angle of
about θ/2 = 6.5◦, resulting in a measurement volume of
about 0.006 mm3, Table (2). The LDV head is mounted
on a XY manual translation stage to allow the accurate
positioning of the measurement volume on the channel
axis.

Doppler signals are analysed by a Burst Spectrum
Analyzer (Dantec Dynamics BSA F800) controlled via
a USB connection by a PC. Instantaneous velocities,
Doppler burst signals, data rate and burst validation
percentage are some of the information provided by the
BSA. This allows to promptly identify measurements is-
sues during the test, and if needed to stop the test. A
single TTL signal is used to trigger both the BSA system
and the pressures and temperatures acquisition system,
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Table 2: Computed optical specifications of the LDV
probe volume (in air)

Optical Parameters units
Focal length,f 310 310 mm
Wavelengths, λ 513.9 489.5 nm

Beam intersection angle, θ 0.23 0.23 rad
Measuring volume diameter 0.109 0.104 mm
Measuring volume length ≈ 1 ≈ 1 mm
Measuring volume, Vm 0.006 0.005 mm3

Fringe distance 2.24 2.13 µm
Fringe number 48 48

Figure 7: Sketch of the 2D convergent-divergent nozzle,
red circles show the locations of pressure taps

to allow all measurements to be easily re-aligned in time
and correctly compared.
When dealing with high speed flow, the optical con-

figuration of the LDV head has to ensure a maximum
Doppler frequencies below the maximum value accepted
by the Burst Spectrum Analyzer, fD,max. The constraint
is satisfied if the angle between the two laser beams is
below the value θmax given by Eq. (2), where V is the
maximum expected flow velocity.

1
2θmax = arcsin

(
λ

2V fD,max

)
(2)

In the present case, BSA specifications gives fD,max =
200 MHz (Dantec Dynamics BSA F800), while V ≈ 300
m/s and λ = 513.9 nm. Thus, from Eq. (2) we get
θmax/2 ≈ 9◦, corresponding to a minimum usable focal
length f = 200 mm. We chose a lens having f = 310
mm because besides satisfying the above constraint, it
also allows a suitable space between the hot test section
and the LDV head.

The probe volume generated by the 310 mm is about
1 mm in length, the short length size greatly reduce the
amount of laser light picked up by the LDV head due
to beam reflection at the metallic rear plate, Figure (6).
More details about the optical specifications of the probe
volume are shown in Table (2).

2.2.4 LDV measurements
Velocity measurements have been performed on differ-
ent channel geometries (2D Convergent-Divergent nozzle
and 2D subsonic straight channels) using MM as a work-
ing fluid; here just one example of velocity measurements

Figure 8: Top: measured axial velocity. Bottom: LDV
data rate, moving average ∼ 1 s window

taken in the 2D supersonic converging diverging nozzle
is reported, Figure (7). The LDV measurement volume
was located in the symmetry plane of the 2D channels,
and in front of the pressure tap 11 shown in Figure (7),
i.e. at axial location close to the nozzle exit.

Using a laser power of about 150 mW, the data rate
(mean over 1 s) varied between about 5 kHz and 0.2 kHz
decreasing during the tests, see Figure (8)(b), while data
validation was always above 95%. At the beginning of
the test we measured PT ≈ 8.4 bar and TT ≈ 207 ◦C.
Being a blow-down wind tunnel, the total pressure de-
creases significantly during the test. On the other side,
due to the high molecular complexity of MM, the total
temperature changes only slightly. The total compress-
ibility factor ZT increases from about 0.75 to a value
close to 1 [21]. Thus, the thermodynamic conditions of
the flow moves away from the non-ideal region and ap-
proaches the ideal gas region as the test proceeds. As
an example only velocities measured during the time in-
terval between 20 s to 60 s from the start of the test
are shown in Figure (8)(a). The axial velocity clearly in-
creases from about 260 m/s to about 275 m/s, Figure (8).
This behaviour can be attributed to the increase of ZT
and it is an indication of the non-ideality of the flow.
Moreover, LDV measurements were compared to veloc-
ity estimated using the static pressure at pressure tap 11,
not reported here, resulting in good agreement between
each other [21]. This result further support the validity
of the design of the LDV system.
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3 Conclusions
Optical techniques such as Schlieren and Laser Doppler
Velocimetry (LDV) are valuable tools to investigate com-
pressible flows thanks to their ability to provide informa-
tion about density gradients, Mach number and flow ve-
locity. Nevertheless, to the authors knowledge, example
of their application to fluid flows featuring non-ideal be-
haviour close to saturation and critical point, or within
the supercritical region, are currently not available.
The present paper reported for the first time on the use

of Schlieren and Laser Doppler Velocimetry (LDV) tech-
niques to measure non-ideal compressible-fluid flows. All
measurements where carried out within the blow-down
TROVA facility at Politecnico di Milano. Peculiar as-
pects of the design and implementation are described.
Measurement are reported including Mach number mea-
surements along the nozzle axis and velocity measure-
ments in highly non-ideal conditions.

Acknowledgment
This research is supported by ERC Consolidator Grant
N. 617603, Project NSHOCK, funded under the FP7-
IDEAS-ERC scheme.

References

[1] M. Cramer, “Nonclassical dynamics of classical
gases,” in Nonlinear waves in real fluids, pp. 91–
145, Springer, 1991.

[2] P. A. Thompson, “A fundamental derivative in gas-
dynamics,” The Physics of Fluids, vol. 14, no. 9,
pp. 1843–1849, 1971.

[3] A. Kluwick, “Rarefaction shocks,” in Handbook of
shock waves, pp. 339–411, Elsevier, 2001.

[4] A. Guardone, P. Colonna, E. Casati, and E. Rinaldi,
“Non-classical gas dynamics of vapour mixtures,”
Journal of fluid mechanics, vol. 741, pp. 681–701,
2014.

[5] A. Spinelli, V. Dossena, P. Gaetani, C. Osnaghi,
and D. Colombo, “Design of a test rig for organic
vapours,” in ASME Turbo Expo 2010: Power for
Land, Sea, and Air, pp. 109–120, American Society
of Mechanical Engineers Digital Collection, 2010.

[6] A. Spinelli, M. Pini, V. Dossena, P. Gaetani, and
F. Casella, “Design, simulation, and construction of
a test rig for organic vapors,” Journal of engineering
for gas turbines and power, vol. 135, no. 4, 2013.

[7] A. Spinelli, F. Cozzi, V. Dossena, P. Gaetani,
M. Zocca, and A. Guardone, “Experimental inves-
tigation of a non-ideal expansion flow of siloxane
vapor mdm,” in ASME Turbo Expo 2016: Tur-
bomachinery Technical Conference and Exposition,
American Society of Mechanical Engineers Digital
Collection, 2016.

[8] A. Spinelli, G. Cammi, M. Zocca, S. Gallarini,
F. Cozzi, P. Gaetani, V. Dossena, and A. Guardone,
“Experimental observation of non-ideal expanding
flows of siloxane mdm vapor for orc applications,”
Energy Procedia, vol. 129, pp. 1125–1132, 2017.

[9] A. Spinelli, G. Cammi, S. Gallarini, M. Zocca,
F. Cozzi, P. Gaetani, V. Dossena, and A. Guardone,
“Experimental evidence of non-ideal compressible
effects in expanding flow of a high molecular com-
plexity vapor,” Experiments in Fluids, vol. 59, no. 8,
p. 126, 2018.

[10] A. Spinelli, G. Cammi, C. C. Conti, S. Gallarini,
M. Zocca, F. Cozzi, P. Gaetani, V. Dossena, and
A. Guardone, “Experimental observation and ther-
modynamic modeling of non-ideal expanding flows
of siloxane mdm vapor for orc applications,” Energy,
vol. 168, pp. 285–294, 2019.

[11] M. Zocca, A. Guardone, G. Cammi, F. Cozzi, and
A. Spinelli, “Experimental observation of oblique
shock waves in steady non-ideal flows,” Experiments
in Fluids, vol. 60, no. 6, p. 101, 2019.

[12] A. Guardone, A. Spinelli, and V. Dossena, “Influ-
ence of molecular complexity on nozzle design for an
organic vapor wind tunnel,” Journal of engineering
for gas turbines and power, vol. 135, no. 4, 2013.

[13] F. Cozzi, E. Göttlich, L. Angelucci, V. Dossena,
and A. Guardone, “Development of a background-
oriented schlieren technique with telecentric lenses
for supersonic flow,” in Journal of Physics: Con-
ference Series, vol. 778, p. 012006, IOP Publishing,
2017.

[14] C. C. Conti, A. Spinelli, G. Cammi, M. Zocca,
F. Cozzi, and A. Guardone, “Schlieren visualiza-
tions of non-ideal compressible fluid flows,” in 13th
International Conference on Heat Transfer, Fluid
Mechanics and Thermodynamics (HEFAT 2017),
pp. 513–518, EDAS, 2017.

[15] W. Mair, “The sensitivity and range required in a
toepler schlieren apparatus for photography of high-
speed air flow,” The Aeronautical Quarterly, vol. 4,
no. 1, pp. 19–50, 1954.

[16] G. Cammi, Measurements techniques for non-ideal
compressible fluid flows: applications to organic flu-
ids. PhD thesis, Politecnico di Milano, 2019.

[17] H.-E. Albrecht, N. Damaschke, M. Borys, and
C. Tropea, Laser Doppler and phase Doppler mea-
surement techniques. Springer Science & Business
Media, 2013.

[18] R. Mei, “Velocity fidelity of flow tracer particles,”
Experiments in fluids, vol. 22, no. 1, pp. 1–13, 1996.

[19] A. Melling, “Tracer particles and seeding for par-
ticle image velocimetry,” Measurement science and
technology, vol. 8, no. 12, p. 1406, 1997.

[20] S. Gallarini, A. Spinelli, F. Cozzi, and A. Guardone,
“Design and commissioning of a laser doppler ve-
locimetry seeding system for non-ideal fluid flows,”
12th International Conference on Heat Transfer,
Fluid Mechanics and Thermodynamics, HEFAT,
2016.

[21] S. Gallarini, High Temperature non-ideal
compressible-fluid flows of siloxane. PhD the-
sis, Politecnico di Milano, 2020.

72 ERCOFTAC Bulletin 124



OBITUARY
Professor José Manuel Redondo Apraiz passed

away on July 14, 2020, in Barcelona at the age of 64.
He was a full professor at the Universitat Politécnica de
Catalunya (UPC) - BarcelonaTech and a faculty member
in the Physics department. We at ERCOFTAC are
very saddened about this loss as Jose was a very active
and much liked member of our research community.
He chaired SIG 14 on Stably Stratified and Rotating
Turbulence and organized many ERCOFTAC events,
including some in Barcelona and Vilanova, his home
town, and he participated regularly in our ERCOFTAC
committee meetings and enlivened these through his
presence and contributions in his very unique way.

Professor Redondo, who obtained a Master degree
in Physics and a PhD in Applied Mathematics from
Cambridge University, was a prominent and active
supporter of the theory of turbulence and is well known
for his contributions in the field of "Turbulent Mixing
in Geophysical Flows". He has supervised 12 doctoral
theses and published 93 journal papers and 9 books as
well as 35 book chapters, among many other scientific
and technical publications. In the mentioned field he
brought together at conferences and later also at summer
schools on "Transport Processes in the Atmosphere and
Ocean" representatives of various research directions
developed in Europe, North and South America, Japan,
countries of Eastern Europe, and Russia. His tolerance,
friendliness, and enthusiasm have fostered vivid discus-
sions, friendships and the formation of new international
research groups, some of which are still active and
successful. The ideas and forms of "Turbulent Mixing"
conferences continue to develop successfully in a wide
range of sciences, including the physics of controlled
thermonuclear fusion and infraslow diffusion induced
flows. Particularly noteworthy are the efforts of Pro-
fessor Redondo to support scientific research in Russia
with his own participation in conferences there and by
inviting researchers to work in Western universities, as
well as by giving the assistance in finding and applying
to international grants. Further, in the last 10 years,
Professor Redondo served our community by being in
charge of Turbulence, Transport and Diffusion sessions
in the division of Nonlinear Processes in Geosciences at
the European Geoscience Union (EGU).

Some of us remember Jose Manuel from his days
in DAMTP (Department of Applied Mathematics and
Theoretical Physics), Cambridge, from around the mid-
1980’s to the 1990’s, that is about 35 years ago. His PhD
supervisor was Paul Linden. He played a fulsome part
in the academic and community life at DAMTP; he was
very inquisitive, always asking questions especially at the
acclaimed Batchelor Departmental Fluid Mechanics sem-
inars on Friday late afternoons. He was friendly and ap-
proachable, and conversions with him were punctuated
with deep fruity bursts of laughter, which later also en-
livened the ERCOFTAC gatherings and which, in fact,

Professor Redondo

became his trademark throughout his life. He loved
traveling in Europe; he attended numerous conferences
and meetings – London, Cambridge, Vienna, Paris,
Lyon, Gdansk, the list is endless – and almost always
arrived in his own car. He possessed a strong physique,
and was a strong swimmer of professional quality – he
missed representing Spain in the Olympics by just 0.1
seconds (perhaps less)! He once mentioned that his
ambition was to snatch the world record in the 50’s
age group and he combined his passion about science
with his passion about swimming, doing research about
turbulence when swimming. José was much loved and
respected by all his friends around the world and,
especially, by his numerous friends at DAMTP – we all
will miss him sorely. Everyone who met him will never
forget his personality and proactivity, his energy which
transmits and pushes to keep acting, and his great social
abilities.

His loss is a great one for the ERCOFTAC and
EGU communities, where he leaves a large number of
friends, for the Physics department of UPC, and UPC
as a whole, where he leaves a lot of colleagues and
co-workers, and specially for his family to which we
express our sincere condolences and deepest sympathy.

J. Pons-Prats
On behalf of ERCOFTAC’s Executive Committee
with contributions from friends and colleagues of
José Redondo.
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Recommended literature

Turbulence

Introduction to Theory and Applications of Turbulent Flows

Frans T.M. Nieuwstadt, Bendiks J. Boersma, Jerry Westerweel

• Winner of the 2017 Most Promising New Textbook Award from the Textbook & Academic Authors Association

• Proven to be an excellent course-text over many years

• Combines theory with practical applications

• Avoids lengthy mathematical descriptions

This book provides a general introduction to the topic of turbulent flows. Apart from classical topics in turbulence, attention
is also paid to modern topics. After studying this work, the reader will have the basic knowledge to follow current topics on
turbulence in scientific literature. The theory is illustrated with a number of examples of applications, such as closure models,
numerical simulations and turbulent diffusion, and experimental findings. The work also contains a number of illustrative
exercises
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3rd Workshop and 1st Challenge
on Data Assimilation & CFD Processing for PIV

and Lagrangian Particle Tracking

Online workshop on Thursday-Friday
19-20 November 2020

General
We would like to draw your attention to this online workshop that is scheduled for November 19-20, 2020. Recently several
data assimilation (DA) methods have been developed at the junction between experimental and numerical fluid mechanics
and aerodynamics. DA allows increasing the spatial and temporal resolution of sparse measurement data and calculating and
extracting physical meaningful content like pressure fields, coherent structures or periodic flow features for a better insight into
the flow dynamics. We assume you might be interested in participating, sharing your views, experience and of course latest
research results within a relatively small and focused community.

Scope
Many procedures are nowadays available that increase or enhance the information measured with Particle Image Velocimetry
(PIV) or Lagrangian Particle Tracking (LPT) using techniques imported from the CFD and applied mathematics community.
The advent of time-resolved and volumetric measurements have multiplied the possibilities with much excitement of PIV and
LPT development researchers as well as from the applied fluid mechanics community. The methods range from regularization
strategies using the (simplified) Navier-Stokes-equation or the use of the momentum equation to obtain pressure from velocity
and acceleration measurements, machine learning, to variational data-assimilation frameworks using adjoint CFD.

Visit: http://cfdforpiv.dlr.de/
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ANIMATE - Advanced Numerical Modelling and Experimental Research on Turbulent and
Transitional Flows with Applications to Chemical, Power, Automotive and Aeroengine Industries

October 2019 - September 2021

A. Boguslawski, R. Gnatowska, W. Elsner, A. Tyliszczak, D. Asendrych
Department of Thermal Machinery, Czȩstochowa University of Technology

The Department of Thermal Machinery, Czȩstochowa University of Technology initiated in 2019 year an international co-
operation within the ANIMATE project. The project is funded by THE POLISH NATIONAL AGENCY FOR ACADEMIC
EXCHANGE - NAWA within an International Academic Partnerships Programme. The objective of the Programme is to
develop durable solutions in the area of scientific, implementation and teaching process cooperation, pursued within the frame-
work of international academic partnerships. The results of the project should provide a foundation for the development of
a long-lasting cooperation of Universities or Research Centers forming a Partnership. Projects implemented under the Pro-
gramme shall be in line with a long-term development policy of an Applicant and Partners. Turbulent and transitional flows
in laboratory and industrial cases have been in a focus of research at Czȩstochowa University of Technology for more than 50
years. The main goal of the ANIMATE project is to strengthen an international cooperation with partners with whom the project
coordinator cooperated already within European or bilateral projects. It is expected that partners’ knowledge and experience
in the field of turbulent flows will influence the level and scope of the research at Czȩstochowa University of Technology. The
project is aimed also at an intensification of knowledge transfer to industrial partners and preparation of the research project of
common academic-industrial institutions in a variety of industrial branches. The partners deliver complementary competences
covering advanced modelling of turbulent flows, boundary layers, reactive and multiphase flows, high performance computing
and experimental techniques. The goals of the project will be attained through an exchange of academic staff and PhD students
concentrated around common research tasks with the use of computer codes, computer resources and experimental facilities of
all the research groups involved in the project.

The cooperation is foreseen within the following tasks:

• Task no. 1 - Modelling and High Performance computing for turbulent reactive flows

• Task no. 2 - Development of new methods for multiphase flows investigations

• Task no. 3 Experimental and numerical studies of near wall flows

Six outstanding academic partners accepted the invitation to this project:

1. Institut National des Sciences Appliques de Rouen Normandie, rance, (Prof. Luc Vervish)

2. Centre Europen de Recherche et de Formation Avance en Calcul Scientifique-CERFACS),
France, (Prof. Laurent Gicquel),

3. University of Twente (UT), The Netherlands, (Prof. Bernard Geurts),

4. University of Coimbra (UC), Portugal, (Prof. Maria G. Rasteiro, Prof. Pedro Faia)

5. Royal Institute of Technology (KTH), Sweden, (Prof. Philipp Schlatter)

6. Institute of Thermomechanics, Academy of Science of Czech Republic (IT AS CR), (Prof. Vaclav Uruba).
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Flow, Turbulence and Combustion Journal

Recent Table Of Contents Of Flow Turbulence And Combustion

An International Journal Published By Springer
In AssociationWith ERCOFTAC

Editor-In-Chief: M. A. Leschziner, A. M. Kempf
Editors: A. Dreizler, K. Fukagata, E. Gutmark, S. Menon, W. Rodi, R. Sandberg, T.

Schuller and B. vanWachem

Volume 105, Number 2, August 2020
Special Issue: Progress in Direct and Large Eddy Simulation
Guest Editors: Manuel Garcı̂a-Villalba, Hans Kuerten, Maria Vittoria Salvetti

A weakly Compressible, Diffuse-Interface Model for Two-Phase Flows
A. Kajzer, J. Pozorski

A Novel Approach for Direct Numerical Simulation of Hydraulic Fracture Problems
F. Dalla Barba, F. Picano

A-Priori Assessment of Interfacial Sub-grid Scale Closures in the Two-Phase Flow LES Context
J. Hasslberger, S. Ketterl, M. Klein

A Priori Assessment of Subgrid-Scale Models and Numerical Error in Forced Convective Flow at High Prandtl Numbers
L. Sufrá, H. Steiner

On a Proper Tensor-Diffusivity Model for Large-Eddy Simulation of Buoyancy-Drive Turbulence
F.X. Trias, F. Dabbagh, A. Gorobets, C. Oliet

Enabling Adaptive Mesh Refi nement for Spectral-Element Simulations of Turbulence Around Wing Sections
Á. Tanarro, F. Mallor, N. Offermans, A. Peplinski, R. Vinuesa, P. Schlatter

A p-adaptive Matrix-Free Discontinuous Galerkin Method for the Implicit LES of Incompressible Transitional Flows
F. Bassi, L. Botti, A. Colombo, A. Crivellini, M. Franciolini, A. Ghidoni, G. Noventa

LES of Turbulent Co-current Taylor Bubble Flow
E.M.A. Frederix, E.M.J. Komen, I. Tiselj, B. MikuÅ

Nanoparticle Formation and Behavior in Turbulent Spray Flames Investigated by DNS
A. Abdelsamie, F.E. Kruis, H. Wiggers, D. Thévenin

DNS of an Oblique Jet in a Particle-Laden Crossfl ow: Study of Solid Phase Preferential Concentration and Particle-Wall Interaction
G. Agati, D. Borello, G. Camerlengo, F. Rispoli, J. Sesterhenn

Infl uence of Concentration on Sedimentation of a Dense Suspension in a Viscous Fluid
T. Shajahan, W.-P. Breugem

Numerical Investigation of High-Speed Turbulent Boundary Layers of Dense Gases
L. Sciacovelli, X. Gloerfelt, D. Passiatore, P. Cinnella, F. Grasso

Consistent Flow Structure Evolution in Accelerating Flow Through Hexagonal SpherePack
Y. Sakai, M. Manhart

Effects of the Actuation on the Boundary Layer of an Airfoil at Reynolds Number Re = 60000
I. Rodriguez, O. Lehmkuhl, R. Borrell

Large Eddy Simulations of Rough Turbulent Channel Flows Bounded by Irregular Roughness: Advances Toward a Universal
Roughness Correlation
M. De Marchis, D. Saccone, B. Milici, E. Napoli

Shock-Wave/Boundary-Layer Interactions in Transitional Rectangular Duct Flows
D.J. Lusher, N.D. Sandham
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Flow, Turbulence and Combustion Journal

Recent Table Of Contents Of Flow Turbulence And Combustion

An International Journal Published By Springer
In AssociationWith ERCOFTAC

Editor-In-Chief: M. A. Leschziner, A. Kempf
Editors: A. Dreizler, K. Fukagata, E. Gutmark, S. Menon, W. Rodi, R. Sandberg, T.

Schuller and B. vanWachem

Volume 105, Number 3, September 2020
Modified Formulation of Laminar Kinetic Energy Transition Models by Means of Elastic-Net of a Big Experimental Database of
Separated Flows
S. Daniele, B. Dario, D. Matteo, L. Davide, Y. Vianney

Dynamic Mode Decomposition Analysis of High-Fidelity CFD Simulations of the Sinus Ventilation
H. Calmet, D. Pastrana, O. Lehmkuhl, T. Yamamoto, Y. Kobayashi, K. Tomoda, G. Houzeaux, M. Vázquez

Momentum Diffusion Near Jet Exit in a Round Jet Controlled by Half Delta-Wing Tabs
Y. Ito, K. Naganawa, Y. Sakai, K. Iwano

Aerodynamic Effects of Uniform Blowing and Suction on a NACA4412 Airfoil
M. Atzori, R. Vinuesa, G. Fahland, A. Stroh, D. Gatti, B. Frohnapfel, P. Schlatter

Aerodynamic Effects as a Maglev Train Passes Through a Noise Barrier
C. Luo, D. Zhou, G. Chen, S. Krajnovic, J. Sheridan

Effect of Pressure on Hydrogen Enriched Natural Gas Jet Flames in Crossfl flow
P. Saini, I. Chterev, J. Pareja, M. Aigner, I. Boxx

Study of a Flame Kernel Evolution in a Turbulent Mixing Layer Using LES with a Laminar Chemistry Model
A. Wawrzak, A. Tyliszczak

The Eulerian Stochastic Fields Method Applied to Large Eddy Simulations of a Piloted Flame with Inhomogeneous Inlet
M. Hansinger, T. Zirwes, J. Zips, M. Pfi tzner, F. Zhang, P. Habisreuther, H. Bockhorn

Analysis of the Closures of Sub-grid Scale Variance of Reaction Progress Variable for Turbulent Bunsen Burner Flames at Different
Pressure Levels
F.B. Keil, N. Chakraborty, M. Klein

Assessment of Droplet Breakup Models for Spray Flow Simulations
C. Sula, H. Grosshans, M.V. Papalexandris

A Computational Investigation of the Effects of Particle Diameter and ParticleParticle Interactions on Jet Penetration Characteristics
in a GasSolid Fluidized Bed with a Central Jet
J. Handique, S. Kotoky

Further articles can be found at www.springerlink.com

Abstracted/Indexed in Science Citation Index, Science Citation Index Expanded (SciSearch), Journal Citation Reports/Science Edition,
SCOPUS, INSPEC, Chemical Abstracts Service (CAS), Google Scholar, EBSCO, CSA, ProQuest, Academic OneFile, ASFA, Current Ab-
stracts, Current Contents/Engineering, Computing and Technology, Earthquake Engineering Abstracts, EI Encompass, Ei Page One, EI-
Compendex, EnCompassLit, Engineered Materials Abstracts, Gale, OCLC, PASCAL, SCImago, STMA-Z, Summon by Serial Solutions,
VINITI - Russian Academy of Science.

Instructions for Authors for Flow Turbulence Combust are available at http://www.springer.com/10494.
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ERCOFTAC Special Interest Groups

1. Large Eddy Simulation
Salvetti, M.V.
University of Pisa, Italy.
Tel: +39 050 221 7262
mv.salvetti@ing.unipi.it

4. Turbulence in Compressible Flows
Dussauge, Jean-Paul
IUSTI, Marseille
jean-paul.dussauge

@polytech.univmrs.fr

5. Environmental Fluid Mechanics
Armenio, V.
Universit di Trieste, Italy
Tel: +39 040 558 3472
armenio@dica.units.it

10. Transition Modelling
Dick, E.
University of Ghent, Belgium
Tel: +32 926 433 01
erik.dick@ugent.be

12. Dispersed Turbulent
Two Phase Flows
Sommerfeld, M.
University of Magdeburg, Germany
Tel: +49 345 552 3680
martin.sommerfeld@ovgu.de

14. Stably Stratified and Rotating Flows
Redondo, J.M.

UPC, Spain
Tel: +34 934 017 984
redondo@fa.upc.edu

15. Turbulence Modelling
Jakirlic, S.
Darmstadt University of Technology,
Germany
Tel: +49 615 116 3554
s.jakirlic@sla.tu-darmstadt.de

20. Drag Reduction and Flow Control
Choi, K-S.
University of Nottingham, England
Tel: +44 115 951 3792
kwing-so.choi@nottingham.ac.uk

28. Reactive Flows
Roekaerts, D.
Delft University of Technology,
The Netherlands.
Tel: +31 152 782 470
D.J.E.M.Roekaerts@tudelft.nl

32. Particle Image Velocimetry
Scarano, F., Sciacchitano, A.
Delft University of Technology,
The Netherlands.
F.Scarano@tudelft.nl

A.Sciacchitano@tudelft.nl

33. Transition Mechanisms,
Prediction and Control
Hanifi, A.
FOI, Sweden
Tel: +46 855 503 197
ardeshir.hanifi@foi.se

34. Design Optimisation
Giannakoglou, K.
NTUA, Greece
Tel: +30 210 772 1636
kgianna@central.ntua.gr

35. Multipoint Turbulence Structure
and Modelling
Cambon, C.
ECL Ecully, France.
Tel: +33 472 186 161
claude.cambon@ec-lyon.fr

36. Swirling Flows
Braza, M.
IMFT, France
Tel: +33 (0) 561 285 839
braza@imft.fr

37. Bio-Fluid Mechanics
Nicoud, F.
Université de Montpellier, France
franck.nicoud@umontpellier.fr

39. Aeroacoustics
Bailly, C.
Ecole Centrale de Lyon, France
Tel: +33 472 186 014
christophe.bailly@ec-lyon.fr

40. Smoothed Particle Hydrodynamics
Rogers, B. D.
University of Manchester, UK
Tel: +44 (0) 161 306 6000
Benedict.Rogers@manchester.ac.uk

41. Fluid Structure Interaction
Braza, M.
IMFT, France
Tel: +33 (0) 561 285 839
marianna.braza@imft.fr

Lacazedieu, E.
EDF R&D, France
Tel: +33 (1) 30 87 80 87
elisabeth.lacazedieu@edf.fr

42. Synthetic Models in Turbulence
Nowakowski, A.
University of Sheffield, England
Tel: +44 114 222 7812
a.f.nowakowski@sheffield.ac.uk

43. Fibre Suspension Flows
Lundell, F.
The Royal Institute of Technology,
Sweden
Tel: +46 87 906 875
fredrik@mech.kth.se

44. Multiscale-generated Turbulent
Flows
Fortune, V.
Université Pierre et Marie Curie, France
Tel: +33 549 454 044
veronique.fortune

@lea.univ-poitiers.fr

45. Uncertainty Quantification
in Industrial Analysis and Design
Lucor, D.
d’Alembert Institute, France
Tel: +33 (0) 144 275 472
didier.lucor@upmc.fr

46. Oil, Gas and Petroleum
Sommerfeld, M.
Otto von Guericke-Universität
Germany
martin.sommerfeld@ovgu.de

Khanna, S.
BP Global, USA

47. 3D Wakes
Morrison, J.F.
Imperial College, London
Tel: +44 (0) 20 7594 5067
j.morrison@imperial.ac.uk

Cadot, O.
ENSTA Paris Tech,
Université Paris-Saclay
Tel: +33 (0) 16 931 9756
cadot@ensta.fr

48. Respiratory Aerosols
Kassinos, S.
University of Cyprus
kassinos@ucy.ac.cy

Sznitman, J.
Biofluids Laboratory, Israel
sznitman@bm.technion.ac.il

49. Non-Ideal Comp. Fluid Dynamics
Guardone, A.
Politecnico di Milano, Italy
alberto.guardone@polimi.it

Pini, M.
Delft University of Technology,
The Netherlands
M.Pini@tudelft.nl

50. GeoAstro
Marino, R.
CNRS/École Centrale de Lyon,
France
raffaele.marino@ec-lyon.fr

51. High-Pressure &
Compressible Combustion
di Mare, F.
University Bochum, Germany
Francesca.dimare@rub.de
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ERCOFTAC Pilot Centres

Alpe - Danube - Adria
Steiner, H.
Inst. Strömungslehre and
Wärmeübertragung
TU Graz, Austria
kristof@ara.bme.hu

France West
Hadjadj, A.
Tel: +33 232 959 794
hadjadj@coria.fr

CORIA, France
Lucor, D.
Tel: +33 (0)169 157 226
didier.lucor@limsi.fr

LIMSI-CNRS, France

Netherlands
Van Heijst, G.J.
J.M. Burgerscentrum,
National Research School for Fluid
Mechanics, Mekelweg 2,
NL-2628 CD Delft, Netherlands.
Tel: +31 15 278 1176
Fax: +31 15 278 2979
g.j.f.vanheijst@tudelft.nl

Belgium
Hillewaert, K.
Bâtiment Eole,
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The simultaneous presence of several different phases in 

external or internal flows such as gas, liquid and solid is 

found in daily life, environment and numerous industrial 

processes. These types of flows are termed multiphase 

flows, which may exist in different forms depending on the 

phase distribution. Examples are gas-liquid transportation, 

crude oil recovery, circulating fluidized beds, sediment 

transport in rivers, pollutant transport in the atmosphere, 

cloud formation, fuel injection in engines, bubble column 

reactors and spray driers for food processing, to name only a 

few. As a result of the interaction between the different 

phases such flows are rather complicated and very difficult 

to describe theoretically. For the design and optimisation of 

such multiphase systems a detailed understanding of the 

interfacial transport phenomena is essential. For single-

phase flows Computational Fluid Dynamics (CFD) has 

already a long history and it is nowadays standard in the 

development of air-planes and cars using different 

commercially available CFD-tools. 

Due to the complex physics involved in multiphase flow the 

application of CFD in this area is rather young. These 

guidelines give a survey of the different methods being used 

for the numerical calculation of turbulent dispersed 

multiphase flows. The Best Practice Guideline (BPG) on 

Computational Dispersed Multiphase Flows is a follow-up 

of the previous ERCOFTAC BPG for Industrial CFD and 

should be used in combination with it. The potential users 

are researchers and engineers involved in projects requiring 

CFD of (wall-bounded) turbulent dispersed multiphase 

flows with bubbles, drops or particles. 
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Copies of the Best Practice Guidelines can be acquired 

electronically from the ERCOFTAC website: 

 

www.ercoftac.org 

 

Or from:  

ERCOFTAC (CADO) 

PO Box 1212 

Bushey, WD23 9HT 

United Kingdom 

 

Tel:       +44 208 117 6170 

Email:    admin@cado-ercoftac.org 

 

 

The price per copy (not including postage) is: 

ERCOFTAC members 

 First copy     Free 

 Subsequent copies   75 Euros 

 Students     75 Euros 

Non-ERCOFTAC academics 140 Euros 

 Non-ERCOFTAC industrial 230 Euros 

              EU/Non EU postage fee                10/17 Euros 
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